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Abstract. Research in pervasive computing and ambient intelligence has catapulted smart environments to the forefront of 

many research labs.  While tremendous strides have been made toward realizing the dream of designing environments that act 

as intelligent agents, the size of the problem creates issues that still need to be addressed by researchers. One such issue is the 

role of multi-agent systems in smart environments. In this article we discuss the role of multi-agent research in the context of 

smart environments and survey current research in the area. In addition, we pose several challenges to be tackled in this dy-

namic and complex area of research. 
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1. Introduction 

While individuals have dreamed about living in 

smart environments, only recently has researched 

advanced to the point where this dream can become a 

reality. Building on the definition of an intelligent 

agent as envisioned by Russell and Norvig [17], we 

can view an intelligent environment as an agent that 

perceives the state of the environment using sensors 

and acts on the environment using controllers (see 

Fig. 1). The actions are selected in such a way that 

the resident’s experience in the environment is opti-

mized for dimensions such as comfort, productivity, 

or safety [1]. 

Because the software architecture for a smart en-

vironment is so complex, and because there may be 

multiple entities (e.g., residents) that the environment 

is serving, a smart environment can be viewed as a 

multi-agent system.  The purpose of this paper is to 

provide an overview of the role of multi-agent re-

search in the context of smart environments and to 

pose some challenges that researchers in this field 

can tackle. 

Before we can survey the field of multi-agent re-

search for smart environments, we need to first iden-

tify what we are referring to as an “agent” in the con-

text of a smart environment. From one perspective, 

an agent can refer to a software component that con-

tributes to the software architecture of the smart envi-

ronment. From another perspective, we can argue 

that a smart environment housing multiple residents 

is a natural multi-agent setting. In the second case, 

the residents themselves can be viewed as intelligent 

agents. In addition, software needs to be designed to 

reason about and interact with each resident, thus 

transforming the software itself into a multi-agent 

system. 

Resulting from these multiple perspectives on 

multi-agent systems for software environments, we 

see four major directions in multi-agent research that 

are currently being pursued for smart environments. 

These directions are highlighted in Fig. 2. As the 

figure shows, there is active research in four major 

areas. The first focuses on multi-agent software de-

sign for smart environments. The others provide so-

lutions to challenges that arise when multiple resi-

dents are in a smart environment: tracking multiple 

residents, profiling activities and behaviors for multi-

ple residents, and negotiating the needs and prefer-

ences of multiple agents. 

2. Multi-agent smart environment architectures 

Complex systems such as smart environments re-

quire a large number of software components. Each 

of these components, when containing some auton-

omy and driven by an intelligent design, can be 
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viewed as an intelligent agent. In order to ensure that 

the collection of software agents is robust, transpar-

ent, and seamless, these embedded agents need to 

communicate and cooperate with each other. 

A number of groups have investigated multi-

agent designs for smart environment architectures. 

When designing a multi-agent approaches, research-

ers need to consider 1) the software role each agent 

will assume, 2) the organization type that will exist 

between the agents, and 3) the method by which the 

agents will cooperate and will share information. For 

example, Duan and Li [8] have designed a multi-

agent system architecture for intelligent environ-

ments that utilizes a ZigBee wireless sensor network 

for communication. To address the agent organiza-

tion issue, they define three layers of agents.  Agents 

at the lowest layer are end-devices for the ZigBee 

network and connect with sensors and controllers. In 

the middle layer, each agent contributes a specific 

function such as identifying resident behaviors and 

preferences. Finally, the agent at the highest layer 

manages the total system. 

In a similar fashion, the MavHome software ar-

chitecture [23] also makes use of a hierarchical con-

figuration of agents. Perception is performed in a 

bottom-up fashion: sensors in the bottom physical 
layer of the architecture monitor the environment and 

make readings available through the communication 

layer. The database stores this data in the information 

layer as more useful knowledge (e.g., patterns, pre-

dictions) that is made available as needed to the deci-
sion layer. In contrast, action execution originates at 

the top from the decision layer where the action is 

selected, the selected actions is stored in the informa-
tion layer and sent through the communication layer 

to the physical components that execute the com-

mand. Communication between agents for this smart 

home is performed using CORBA and software 

agents register their presence using zero configura-

tion technologies. 

While the previous two approaches defined agent 

roles by functionality, and others define agent roles 

by device type (e.g., cell phone, PDA, electronic de-

vice) [19], alternative configurations have also been 

investigated. Agent roles can be defined by space, as 

has been explored by Chen and Tseng [4]. Space 

agents are defined for regions of the house and are 

deployed hierarchically, ultimately being controlled 

by Microsoft’s Simple Control Protocol and Univer-

sal Plug and Play technology. 

While many smart environment software agents 

rely on expert system or machine learning technology, 

the iDorm project [10] uses a collection of fuzzy 

agents to realize the vision of the smart environment. 

A nice complement to this project is the research of 

Acampora and Loia [1], who facilitate communica-

tion between agents using a Fuzzy Mark-Up Lan-

guage. The multi-agent system distributes the fuzzy 

rules and variables to multiple hosts, facilitating the 

parallelization of fuzzy inference for a system such 

as a smart environment. 

 
Fig. 1. Current directions in multi-agent research for smart environments. 

 
Fig. 2. Current directions in multi-agent research for smart envi-

ronments. 
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These multi-agent software architectures support 

the design of complex smart environments. They also 

facilitate the scalability of such environments to large 

spaces with diverse functionalities. However, a chal-

lenge that has not been addressed much in the litera-

ture is how to adapt to and serve multiple residents in 

a smart environment. This challenge creates addi-

tional directions for multi-agent research that will be 

detailed in the following three sections of this article. 

3. Tracking multiple residents 

Once multiple residents enter a smart environment, 

the services provided by the smart environment be-

come much more difficult to realize. Residents move 

and act differently when others are present. In addi-

tion, interaction between the residents is an entity of 

its own that may benefit from features that smart en-

vironments can provide. 

The difficulties raised by multiple resident situa-

tions are reflected in the fact that few researchers 

have tackled these issues. A functionality that is re-

quired of many smart environments is the ability to 

find and track residents within the space. Tracking 

individual residents can be accomplished by looking 

at the history of motion sensor activations. When 

multiple residents enter the space, this is no longer a 

straightforward solution. There are simplifications 

that would ease the complexity of this task. For ex-

ample, we could ask residents to wear devices that 

enable tracking them through the space [11,22]. This 

particular solution is impractical, however, for situa-

tions in which individuals do not want to wear the 

device, forget to wear the device, or enter and leave 

the environment frequently. 

While tracking multiple residents is clearly a 

challenging problem and in fact has been proven to 

be NP-Hard [16], researchers are designing creative 

approaches to address the problem. Wen-Hau et al. 

[20], for example, have built pressure sensors into the 

floor of their smart environment that identify and 

locate each resident based on a weight profile. The 

approach does face the limitation of not being able to 

differentiate between individuals if they have close 

weight readings or are right next to each other in the 

space. Other researchers fuse multiple sources of 

information to track multiple residents in a space. As 

an example, Checka et al. [2] combine sound and 

vision to track multiple people. Information from 

these multi-modal sources is used to derive observa-

tion likelihoods. In this manner, not only are multiple 

information sources fused, but a confidence factor 

can be maintained for the computed identity and lo-

cation of individuals within the smart environment. 

4. Behavior profiling for multiple residents 

Tracking the location of residents in a smart envi-

ronment is a first step toward the goal of providing 

context-aware and location-aware services to the 

residents. However, it is not the end-all feature that is 

required of environments that act as intelligent agents. 

In order to provide services such as health monitor-

ing and assistance, task automation, and analysis of 

activities, smart environments need to learn behavior 

profiles for all of the individuals that inhabit each 

environment. 

Activity recognition is a well-investigated re-

search issue. Researchers have successfully learned 

models for activity recognition from motion sensor 

data [14,21] wearable sensor data [15], and other 

wireless sensor information [18], albeit in single-

resident settings. Very little work, however, has fo-

cused on learning behavior profiles for multiple resi-

dents. 

An initial effort has been directed toward this 

goal of profiling multiple residents in a single envi-

ronment setting. Specifically, Crandall and Cook [7] 

have designed machine learning approaches to attrib-

uting sensor events to the individual in the space that 

triggered the event. They have compare naïve Bayes 

and Markov model approaches to this classification 

problem as a precursor for learning entire activity 

profiles. Experimentation with data from a smart 

apartment indicates that the mapping of sensor events 

to residents is very doable – the naïve Bayes classi-

fier performed best and achieved 98% classification 

accuracy. However, this performance was achieved 

when the algorithm only considered motion sensor 

events with long durations. The researchers found 

that motion sensor events with short durations are 

indicative of residents transitioning between spaces 

and tasks, and are not as indicative of the person’s 

location or activity as are events with longer dura-

tions. 

5. Multi-agent negotiation 

Finally, we consider the task of multi-agent nego-

tiation. Whether the agents represent software entities, 

human residents, or software agents representing the 

interests of the human residents, effective negotiation 

strategies need to be design. Agents compete for re-
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sources and often have divergent, if not competing, 

needs and preferences. 

Lin and Fu [14] learn a model of users’ prefer-

ences that represents the relationships among users 

and the dependency between services and sensor ob-

servations. By explicitly learning relationships be-

tween these entities, their algorithm can automati-

cally select the service that is appropriate for a given 

resident and context. Because their approach infers 

the best service at the right time and place, the com-

fort of residents can be maintained, even in a multi-

resident setting. 

The competition for resources can be observed 

even at a software component level. In the work of 

Colley and Stacey [5], the need for software agents to 

communicate is recognized. Communication in a 

complex setting such as a smart environment can 

become quite costly, when the amount of gathered 

data and the number of provided services increases. 

In some circumstances it is advantageous for soft-

ware agents to form clusters, or associate themselves 

with other agents with whom they will communicate 

often. Colley and Stacey investigate alternative vot-

ing schemes to design optimal clusters for this type 

of agent organization that meet an optimal number of 

needs and preference requests. 

While the previous approaches have demon-

strated success in negotiating needs of multiple 

agents in smart environments, there are many situa-

tions in which not all of the stated needs or prefer-

ences can be met. In response, the smart environment 

could prioritize the needs or the residents themselves. 

An alternative approach, put forward by Roy et al. 

[16], focuses not on meeting all of the needs of all of 

the agents, but instead to strike a balance between 

multiple diverse preferences. The goal of this ap-

proach is to achieve a Nash equilibrium state so that 

predictions and actions achieve sufficient accuracy in 

spite of possible correlations or conflicts.  As demon-

strated in this work, the result can be effective for 

goals such as minimizing energy usage in a smart 

environment. 

6. Challenges and directions for ongoing research 

In this paper we have provided an overview of cur-

rent research in the area of multi-agent systems for 

smart environments. By no means do these efforts 

encompass all of the challenges and opportunities 

that researchers face in this area. Researchers who 

work in this field acknowledge that the problems of 

scalability are daunting. Scalability here can refer to 

the number of data sources and services that the 

smart environment will support. It can also refer to 

the number of residents that exist in the smart space. 

In both situations, novel approaches are needed to 

efficiently and effectively track, predict, and respond 

to the actions and needs of the agents in the space. 

While the challenge of bringing smart environ-

ments to multi-agent scales is somewhat overwhelm-

ing, multi-agent settings also raise a number of op-

portunities for unique research. For example, the in-

teractions between multiple residents in a smart envi-

ronment sometimes take on a life of their own. Re-

searchers may consider challenges such as learning 

social networks among residents in a smart environ-

ment from sensor data that is collected in the envi-

ronment. They may also try to identify key classes of 

interactions such as parents playing with children or 

caregivers providing assistance to family members. 

The results of such efforts will provide key insights 

for smart environment systems that provide health 

monitoring and assistance. 

Because smart environments and other ambient 

intelligent settings are extremely large and complex 

software systems, researchers do effectively com-

partmentalize the system components by delegating 

the work among multiple agents. These approaches 

are discussed in Section 2 of this paper. Interestingly, 

adopting a multi-agent software architecture for 

smart environments opens up a number of new re-

search directions. If the agents originate from dispa-

rate sources then they may not use the same represen-

tation or approach to reasoning. A possible new re-

search direction is to adapt belief-desire-intention for 

models to the study of agents in smart environments 

[2]. 

Another challenge for multi-agent smart envi-

ronment software architectures is to define light-

weight, simple, and scalable methods for communi-

cating between the agents. While standards such as 

CORBA have traditionally filled this role, research-

ers have recently considered publish/subscribe ap-

proaches for communication [8]. Pub/sub middle-

ware allows agents to asynchronously share informa-

tion with little overhead. Continued research is 

needed to define efficient pub/sub communication 

approaches and languages for communicating among 

smart environment agents that utilize the features of 

pub/sub middleware methods. 

Once interactions between multiple agents in a 

smart environment are identified, the smart environ-

ment can provide services that are unique for those 

interactions, such as emulating the reminder assis-

tance that the caregiver provides. Researching and 
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addressing such issues will allow smart environment 

research to move into new, agent-rich settings, such 

as smart airports, smart shopping malls, and smart 

hospitals. 
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