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Fig. 13: Modifying an automation by setting duration of
each event.

or ratings (guidance) that indicate the degree to which the
resident likes (or does not like) an automation policy. For each
policy, the user can provide a rating between 1 and 5. PAM
then updates its HAM model automatically based on this user
guidance by changing the activity’s potential value according
to (6), where the ratings will be mapped to corresponding
evidence values.

The usability studies performed on CASA-U [23] revealed
that the interface was relatively clear and easy to navigate, but
additional training is needed for residents to make effective use
of smart home technologies.

VII. EXPERIMENT RESULTS

The goal of this project was to design smart home system
that could automatically learn policies that reflect resident
behavior and that could effectively incorporate implicit and
explicit feedback from the user into the models. In this section
we evaluate the ability of the CASAS software to meet this
goal using synthetic-generated data as well as and real data
collected from a residential apartment as well as our lab-based
physical testbed.

A. Evaluation of FPAM

We first want to evaluate FPAM’s ability to find frequent
and periodic patterns from smart home event data. To test
the algorithm on synthetic data, we implemented a synthetic
data generator that simulates events corresponding to a set of
specified activities. Timings for the activities can be varied
and a specified percentage of random events are interjected to
give the data realism. In addition to synthetic data, to evaluate
FPAM on real world data, we tested it on data obtained through
sensors located in one room of the CASAS smart workplace
environment. In addition, we performed evaluation on data that
was collected in the CASAS smart apartment..

For the first experiment, we generated one month of syn-
thetic data that represented a number of different frequent
and periodic activity patterns in a home. The data contained
various random activities stretched over one month, along
with several target activities that either appear frequently,
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Fig. 14: The layout of sensors in smart apartment.

or repeat based on regular periods. To test the effect of
startup triggers, we included several triggers such as ”sitting
on couch”, ”walking to TV”, ”walking to living room” and
”sitting on bed”. The periods for these activities ranged from
6 to 24 hours. Details of these target activities are listed in
Table. II.

Our expectation was that FPAM would correct identify all
target activities among random events with their corresponding
periods, startup triggers, start times, and durations. In fact,
FPAM was able to find all of the activities with their correct
periods. In addition, FPAM identified triggers where they
existed. When faced with two events that are scheduled to
occur at the same time, the synthetic data generator randomly
picks just one of the events to simulate. Because of this design
feature, the frequency of some of the detected activities was
not as high as expected and thus the compression rates were
lower than anticipated.

In addition to these synthetic data experiments, we also
tested FPAM on real smart environment data collected in a
smart apartment equipped with motion sensors, light sensors,
water sensors, and some appliance controllers (Fig. 14). The
data contained 62 hours of events that span four days of daily
activities for two residents living in the apartment and contains
approximately 19,000 recorded events. Again we ran FPAM
on data to see how well it can find patterns in large dataset.
FPAM was again able to discover some patterns in data, for
example ”M15: ON - Oven: High - Water: Running”, which
shows a pattern where the resident walks up to turn on the
oven, and then opens the water tap. In this case, M15, a
motion sensor (all motion sensors start with M in layout),
acts as a startup trigger. Another example is pattern ”M17:
ON- Oven: High-Oven: Low”, which shows that the resident
walks up to change the oven from high to low. The periodic
patterns were far less common in this dataset; probably due to
the fact the participants were students with somehow chaotic
schedules, therefore most patterns were frequent with no
particular periodicity.

Because only a few appliances are currently equipped with
controllers the number of emergent patterns is small. However,
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TABLE II: Target activities (”-” indicates the activity is frequent as opposed to being periodic).

Start time Period Events

1 6:00 6 hours (1) Kitchen-Light-ON (2) Coffee-maker-ON (3) Toaster-ON

2 - - (1) Sitting-on-Couch (2) Couch-Light-ON (3) Music-ON

3 7:00 24 hours (1) Bathroom-light-ON (2) Water-Hot

4 10:00 24 hours (1) Windows-Blind-OFF

5 15:35 12 hours (1) Sprinklers-ON (2) Walking-to-living-room

6 - - (1) Walking-to-TV,TV-ON

7 19:00 6 hours (1) Dining-Table-light-ON (2) Music-ON (3) Coffee-maker-ON

8 - - (1) Sitting-on-Bed (2) Lamp-ON

the results indicate how FPAM will work on real large datasets.
We also tested FPAM on data obtained in our AI lab testbed.

We recruited a participant to execute a simple script in the
smart testbed environment. The participant moved through the
environment shown in Fig. 9 for about an hour, repeating the
script ten times. In order to inject some randomness into the
data, the participant was asked to perform random activities
for about one minute in step three of the script. The script is
defined as follows:

1) Turn on right desk light, wait 1 minute.
2) Turn off right desk light.
3) Perform random activities for 1 minute
Because the testbed area was fairly small, the participant in-

advertently created patterns in the random actions themselves.
In addition, the motion sensors picked up slight motions (such
as hand movements) which resulted in a randomly-triggered
pattern that occurred between steps 1 and 2 in the script,
which FPAM then split into two subsequences. Despite these
issues that occur in a real-world situation, FPAM was able to
accurately discover the following patterns:

• Right desk lamp on, Compression: 12, Trigger: Walking
nearby

• Right desk lamp off, Compression: 9
• Left desk lamp on, Compression: 2
• Right desk lamp on, Right desk lamp off, Compression:

10
• Whiteboard light on, Compression: 2
The first and second patterns are the result of splitting the

sequence ”Right desk lamp off, Random event, Right desk
lamp on” into two subsequences. The ”walking” trigger is
correct because after turning the light off, the participant
performs a random action and heads back to the right desk
to turn on the light, which usually involves walking across the
room to reach the desk. The difference in compression values
between the first and second sequences is due to multiple
triggers from the light sensor for a single light on or light off
action. The third sequence is the result of a random activity;
the compression value is relatively small compared to the main
script activities. The fourth sequence reflects the embedded
activity, and the last sequence is a frequent activity associated
with random events, again with a smaller compression value.
These results support our claim that FPAM can detect patterns
correctly.

In another experiment, in order to test the effect of noisy
data on the sequence discovery procedure, we injected dif-
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Fig. 15: Noise injection results.

ferent percentages of noise into the data. We used the same
data set as in the first experiment (refer to Table. II). For
this experiment, we set the compression value to 0.3, and the
fine and coarse grained periodic confidence to 0.9. To inject
noise, a certain percentage of sequences in data were changed
randomly, in a way that the whole sequence structure was
different with respect to the original sequence (every single
event in the sequence was changed).

As it can be seen in Fig. 15, FPAM acts robustly despite
the presence of noisy data up to 12.5% noise (100% of the
original sequences are correctly identified), but after that point,
injecting more and more noise into the system leads to less and
less regularity in patterns such that eventually the sequence’s
compression value will fall below the compression threshold
(in this case, 0.3). It is possible to lower the compression
threshold in order to increase robustness. The resulting algo-
rithm might find less frequent sequences too, which may not
be very interesting for us.

In another experiment, in order to test the effect of noisy
data on the sequence discovery procedure, we injected dif-
ferent percentages of noise into the data. We used the same
data set as in the first experiment (refer to Table. II). For
this experiment, we set the compression value to 0.3, and the
fine and coarse grained periodic confidence to 0.9. To inject
noise, a certain percentage of sequences in data were changed
randomly, in a way that the whole sequence structure was
different with respect to the original sequence (every single
event in the sequence was changed).

As it can be seen in Fig. 15, FPAM acts robustly despite
the presence of noisy data up to 12.5% noise (100% of the
original sequences are correctly identified), but after that point,
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injecting more and more noise into the system leads to less and
less regularity in patterns such that eventually the sequence’s
compression value will fall below the compression threshold
(in this case, 0.3). It is possible to lower the compression
threshold in order to increase robustness. The resulting algo-
rithm might find less frequent sequences too, which may not
be very interesting for us.

B. Evaluation of PAM

In order to evaluate PAM’s ability to adapt to new patterns,
we again tested it on both synthetic and real data. We hypoth-
esize that PAM can adapt to changes in discovered patterns.
To test the hypothesis, for our first experiment we created
one month of synthetic data with six embedded scenarios,
the same as in previous experiment with FPAM. After FPAM
found corresponding activity patterns, we highlighted the third
activity to be monitored for changes. We then changed the
activity description in the data generator such that all event
durations were set to 8 minutes, instead of 5 minutes. PAM
detected the changes accordingly by finding a new duration of
7.3 minutes, which is quite close to the actual 8 minute change.
The data generator does have an element of randomness,
which accounts for the discrepancy between the specified and
detected time change. In similar tests, PAM was also able to
detect start time changes from 19:00 to 19:30, and structure
changes (omission or addition).

We next tested our adaptor on real world data using the
AI lab. A volunteer participant entered the room and executed
two different scripts:

1) Turn on right lamp (1 min), perform random actions
2) Turn on left lamp (1 min), perform random actions
The first activity was repeated 10 times over the course of

two hours with random events in between. Then the participant
highlighted the activity for monitoring and performed the
second scripted version by changing the duration from 1 to 2
minutes. PAM detected the duration change as 1.66 minutes.
The change was made to the correct parameter and in the
correct direction, but did not converge on an accurate new
value due to the detection of other similar patterns with
different durations. These experiments validate that PAM can
successfully adapt to resident changes even in real-world data.
We also found that in addition to changes in duration, PAM
detected some changes in start time. This is another correct
finding by PAM. As in the second dataset, we changed the
duration of all events in all scenarios which resulted in a
shifted start time for all scenarios, in our case 14:55 instead
of original 14:25.

We also empirically validated our theoretical analysis [22]
to see how fast original patterns will be replaced by mod-
ified versions, by generating two sets of synthetic data and
validating the adaptation capability for different decay values
(see Fig. 16). Our findings are consistent with our expecta-
tion, validating that PAM can successfully adapt to resident
changes.

VIII. CONCLUSIONS

In this paper, we presented CASAS, an integrated set of
components that aim toward applying machine learning and
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Fig. 16: Number of decay effects required to forget a pattern,
with respect to decay rate.

data mining techniques to a smart home environment in order
to detect activity patterns, generate automation policies for
those patterns, and also adapt to the changes in those patterns.
In our ongoing work, we plan to perform more user studies
in real world setting to better understand the strengths and
weaknesses of the system. We are also planning to extend
CASA-U for a real residential apartment, using more realistic
3D modeling. Ultimately, we anticipate adding additional
features such as a voice recognition capability to the system
to increase availability and ease of use. We also intend to
discover additional types of contextual information that allow
the model to better generalize over discovered sequences.
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