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Detailed-Placement-Enabled Dynamic Power
Optimization of Multitier Gate-Level

Monolithic 3-D ICs
Sheng-En David Lin, Student Member, IEEE, and Dae Hyun Kim, Member, IEEE

Abstract—Monolithic 3-D integration is expected to provide
significantly higher degree of device density than through-silicon-
via-based 3-D integration due mainly to its nano-scale intertier
connections. By stacking more than two device layers (multitier)
within a 3-D chip, further wirelength reduction could be achieved,
which can lead to additional performance and power benefits. In
this paper, we propose a detailed placement algorithm called
nonuniform-scaling-based placement to optimize the dynamic
power consumption of multitier gate-level monolithic 3-D ICs.
We also introduce delay- and length-based timing constraints to
prevent potential degradation of the performance metric during
placement. Under the same timing constraints, our algorithm
reduces dynamic power consumption more effectively than the
uniform-scaling-based placement algorithm by 2% to 14%.

Index Terms—3-D IC, monolithic, multitier, power
optimization.

I. INTRODUCTION

MONOLITHIC 3-D integration is emerging as an
improved way for 3-D stacking to increase device den-

sity further [1]. A monolithic interlayer via (MIV) used for an
intertier electrical connection is much smaller than a through-
silicon via (TSV) as shown in Fig. 1, so monolithic 3-D
integration is almost free from area and capacitance over-
head, whereas TSV-based 3-D integration suffers from area
and capacitance overhead [2], [3]. Thus, monolithic 3-D inte-
gration is expected to enable the highest degree of wirelength
reduction, performance improvement, power reduction, and
intertier bandwidth improvement.

The wirelength reduction of monolithic 3-D integration
could be converted into both power and performance bene-
fits. For example, Panth et al. [4] used a design methodology
that uniformly scales the cell locations of a high-quality 2-D
placement result by a constant ratio 1/

√
2 to generate two-

tier monolithic 3-D placement. The location scaling generates
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Fig. 1. Multitier monolithic 3-D integration.

overlaps among the cells, so the author uses a partitioning
algorithm to distribute the cells into different tiers to remove
the overlaps. This methodology, namely a uniform-scaling-
based placement algorithm (USBP), scales down the length
of each net by almost the same ratio as the constant scaling
ratio, thereby reducing wirelength and dynamic power con-
sumption. However, the reduced wirelength cannot be directly
converted into a higher clock frequency if gate delay and pin
capacitance dominate the critical path delay or the design
has a potential power-density problem that will lead to a
thermal problem. In this case, we can reduce the dynamic
power consumption further by converting the total delay gain
obtained from wirelength reduction into power saving. In this
paper, we propose a 3-D detailed placement algorithm, namely
a nonuniform-scaling-based placement algorithm (NUSBP),
that provides more dynamic power reduction than the USBP
algorithm under the same operating frequency.

It is expected that multitier 3-D integration will provide
more benefits than two-tier 3-D integration [5], and some
monolithic 3-D integration technologies can fabricate multiple
device layers in a single package [6]. Thus, we also gen-
erate multitier monolithic 3-D placement results using the
USBP and NUSBP algorithms and compare the quality of the
algorithms for multitier monolithic 3-D ICs.
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Our contributions in this paper are as follows.
1) We develop a 3-D detailed placement algorithm that

optimizes dynamic power consumption of monolithic
3-D ICs more effectively than the USBP.

2) We present theoretical background on the minimization
of dynamic power consumption in monolithic 3-D ICs.

3) We develop length-based and delay-based timing con-
straint algorithms to prevent aggressive cell movements
that could degrade the quality of the monolithic 3-D ICs.

4) We apply the uniform-scaling-based and nonuniform-
scaling-based 3-D placement algorithms to multitier
monolithic 3-D IC design and present their results with
detailed analyses.

The rest of this paper is organized as follows. We review
the previous work on the design of monolithic 3-D ICs in
Section II. In Section III, we present theoretical background
on dynamic power consumption and timing constraints. In
Section IV, we propose a dynamic power optimization algo-
rithm in detail. Then, we present and analyze simulation results
in Section V. Finally, we conclude in Section VI.

II. PRELIMINARIES AND RELATED WORK

In this section, we briefly review three monolithic 3-D IC
design methodologies presented in the literature and discuss
the uniform-scaling-based 3-D placement algorithm.

A. Design Methodologies for Monolithic 3-D ICs

Monolithic 3-D ICs can be designed in several differ-
ent design levels. The most fine-grained design style is the
transistor-level monolithic integration (TMI) proposed in [7].
In TMI, nMOS, and pMOS transistors of each standard cell
are placed in different tiers, e.g., the nMOS and pMOS transis-
tors are placed in the top and bottom tiers, respectively. In this
case, MIVs are used for both intracell and intercell 3-D con-
nections. TMI reduces the footprint area of each standard cell
almost by half, but it overuses MIVs for intracell 3-D routing,
which increases routing complexity and leads to unroutable
designs. Block-level monolithic integration proposed in [8] is
another monolithic 3-D IC design methodology in which each
2-D functional block is designed with 2-D standard cells and
all the blocks are placed in 3-D using a 3-D floorplanner.
Thus, nMOS and pMOS transistors are placed in both bottom
and top tiers and MIVs are inserted into whitespace between
the blocks. Gate-level monolithic integration (GMI) proposed
in [7] places 2-D standard cells in 3-D. GMI can reuse existing
2-D standard cells and timing/power libraries. In addition, a
design methodology using 2-D placement tools was proposed
in [4] for the design of gate-level monolithic 3-D ICs and
achieved almost 20% wirelength reduction and 16% power
reduction. Thus, GMI is a prospective design methodology
for monolithic 3-D IC design with respect to the design effort
and the quality (wirelength, timing, and power) of 3-D ICs.

B. Uniform-Scaling-Based 3-D Global Placement

The 3-D global placement algorithm presented in [4] works
as follows. First, they determine a downscaling ratio s based
on the ratio between the width (w2-D) of the 2-D layout and

TABLE I
VARIABLES USED IN THIS PAPER

the width (w3-D) of a target 3-D layout of the design (s =
w3-D/w2-D).1 Then, they shrink the size of each cell in a given
standard cell library by the scaling ratio s and place the cells in
2-D using a commercial tool. By changing the library set from
the downscaled one to the original one after the placement, the
authors obtain a layout in which the cells overlap with each
other. The overlaps are removed by partitioning, which also
automatically converts the 2-D layout into a 3-D layout. The
whole process of the downscaling of the cell size, placing cells
in 2-D, and restoring the original cell size is very similar to
placing the cells first with the original standard cell library
and then scaling the locations of the cells uniformly by the
same downscaling ratio s. Thus, we call this approach USBP.

USBP reduces the length of each net almost by the down-
scaling ratio s, so the dynamic power consumption and the
delay of each net are also reduced. However, the reduced net
delay cannot be directly converted into higher clock frequency
if the delay of the critical path is primarily due to gate
delay and pin capacitance. Thus, USBP can easily reduce
the dynamic power consumption, but cannot guarantee that
it can increase the clock frequency. However, we can convert
the increased timing margin into further dynamic power con-
sumption. In this paper, therefore, we propose an algorithm to
convert the reduced net delay in noncritical paths into power
reduction by a detailed placement algorithm, which we call
NUSBP.

III. DYNAMIC POWER REDUCTION IN

GATE-LEVEL MONOLITHIC 3-D ICS

In this section, we analyze dynamic power consumption
in monolithic 3-D ICs and investigate how we can reduce
dynamic power consumption further. We also discuss timing
constraints we take into account during dynamic power opti-
mization. Table I shows the variables used in this paper and
their meanings.

A. Power Reduction by Uniform Scaling

Dynamic power consumption is estimated by the following,
well-known formula:

Pint =
∑

i∈N

αi · fclk · (
Cw,i + Cp,i

) · VDD
2 (1)

where N is the set of all the nets in the design and we are
breaking down the capacitance into two capacitive compo-
nents, wire capacitance and input pin capacitance of each net.

1Assuming both the 2-D and 3-D layouts have the same total silicon area,
w3-D is w2-D/

√
NT .
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TABLE II
IDEAL BENEFITS OBTAINED BY MONOLITHIC

3-D INTEGRATION AND USBP

Assuming the 2-D layout and the target 3-D layout have the
same total silicon area, the scaling factor that the USBP algo-
rithm uses becomes 1/

√
NT . Thus, the USBP algorithm ideally

reduces the length of each wire by 1/
√

NT , which is converted
into delay and power reduction. Table II shows ideal benefits
we can obtain by USBP.

Since the switching activity of each net, clock frequency,
and the supply voltage are constants, we can reduce the
dynamic power consumption by reducing the wire capacitance
and/or the input pin capacitance as shown in (1). Reducing
wire capacitance requires wirelength reduction, routing layer
reassignment, wire spreading, and so on. Reducing input pin
capacitance requires gate sizing (downsizing in most cases).

B. Conversion of Delay Benefit Into Power Reduction

As shown in Table II, the USBP algorithm reduces both net
delay and dynamic power consumption by wirelength reduc-
tion. As explained in Section II-B, however, increasing the
clock frequency in monolithic 3-D ICs is not possible or desir-
able. In this case, we can adjust the cell locations to convert
the delay benefit into further power reduction as shown below.

Fig. 2 shows an example in which three cells are connected
through two nets. Assuming that the switching activities of
Net 1 and Net 2 in the figure are α1 and α2, respectively, the
power consumption before uniform scaling is

Pbefore = fclk · VDD
2 · (

α1
(
Cw,1 + Cp,1

) + α2
(
Cw,2 + Cp,2

))

(2)

and the power consumption after uniform scaling is

Pafter = fclk · VDD
2 ·

(
α1

(
Cw,1√

NT
+ Cp,1

)
+ α2

(
Cw,2√

NT
+ Cp,2

))
.

(3)

Thus, the power benefit (�P = Pbefore − Pafter) obtainable
from USBP is

�P = fclk · VDD
2 · (

α1 · Cw,1 + α2 · Cw,2
) ·

(
1 − 1√

NT

)
. (4)

However, we can reduce the power consumption further
by moving the cells. For instance, if α1 is greater than α2,
moving Cell 2 closer to Cell 1 along Net 1 will reduce the
power consumption. Suppose Cell 2 is moved toward Cell 1
by x(um) after the uniform scaling (x > 0). Then, the power
consumption after the movement is

P′
after = fclk · VDD

2 ·
(

α1

(
Cw,1√

NT
− cu · x + Cp,1

)

+ α2

(
Cw,2√

NT
+ cu · x + Cp,2

))
. (5)

(a)

(b)

(c)

Fig. 2. USBP and NUSBP. (a) Before uniform scaling. (b) After uniform
scaling (scaling factor:

√
NT ). (c) After nonuniform scaling.

Then, the new power benefit (�P′ = Pbefore − P′
after)

becomes

�P′ = fclk · VDD
2 · (

α1 · Cw,1 + α2 · Cw,2
) ·

(
1 − 1√

NT

)

+ fclk · VDD
2 · cu · x · (α1 − α2) (6)

where cu is the capacitance per micro-meter for the nets. The
second term in (6) is positive because we assume that α1 is
greater than α2. Thus, the power benefit goes up further by
moving Cell 2 closer to Cell 1 in this case.

This post-scaling adjustment of cell locations can be per-
formed in three different ways. First, the location of each cell
is scaled with its own scaling ratio as follows:

(xi, yi) →
((

1√
NT

+ sx,i

)
· xi,

(
1√
NT

+ sy,i

)
· yi

)
(7)

where (xi, yi) is the location of Cell i, sx,i, and sy,i are small
variations for the x- and y-coordinate scaling factors for Cell i,
respectively. Second, the locations of all the cells are uniformly
scaled down with a constant scaling ratio (1/

√
NT ) and the

locations are slightly adjusted as follows:

(xi, yi) →
(

xi√
NT

,
yi√
NT

)
→

(
xi√
NT

+ δx,i,
yi√
NT

+ δy,i

)

(8)

where δx,i and δy,i are small, post-scaling displacement for
Cell i. Third, the location of each cell is adjusted and then
the locations of all the cells are uniformly scaled down by a
constant scaling ratio (1/

√
NT ) as follows:

(xi, yi) →
(

xi + δ′
x,i, yi + δ′

y,i

)
→

(
xi + δ′

x,i√
NT

,
yi + δ′

y,i√
NT

)
(9)

where δ′
x,i and δ′

y,i are small, prescaling displacement for Cell i.
All of these approaches produce the same result, but we use
the third approach in this paper and call it NUSBP.

Although NUSBP reduces the power consumption further,
we should take two important constraints, timing and density
constraints, into account in the computation of δ′

x,i and δ′
y,i.

The next section shows how we take the timing constraint
into account and Section IV-D explains how we handle the
density constraint.
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C. Ideal Nonuniform Scaling Under Timing Constraints

In Fig. 2, suppose d1,3 and d1,3
′′ be the Elmore delays from

the output of Cell 1 to the input of Cell 3 for the 2-D case and
after nonuniform scaling, respectively. Then, d1,3 is expressed
as follows:

d1,3 = R1
(
Cw,1 + Cp,2

) + Rw,1Cp,2 + Rw,1Cw,1

2

+ R2
(
Cw,2 + Cp,3

) + Rw,2Cp,3 + Rw,2Cw,2

2
(10)

where R1 and R2 are the drive resistances of Cell 1 and Cell 2,
respectively. If the distance between Cell 1 and Cell 2 in Fig. 2
becomes S1(um) and that between Cell 2 and Cell 3 becomes
S2(um) after nonuniform scaling, the difference between d1,3
and d1,3

′′ becomes

�d1,3
′ = (

R1Cw,1 + Rw,1Cp,2
)(

1 − S1

L1

)

+ Rw,1Cw,1

2

(
1 − S1

2

L1
2

)

+ (
R2Cw,2 + Rw,2Cp,3

)(
1 − S2

L2

)

+ Rw,2Cw,2

2

(
1 − S2

2

L2
2

)
. (11)

Setting �d1,3
′ to zero and solving it with a constraint S1+S2 =

[(L1 + L2)/
√

NT ] gives us the ranges of S1 and S2 that do not
degrade the delay from Cell 1 to Cell 3.

D. Delay-Based Timing Constraint

Applying the timing constraint presented in the previous
section to a target cell requires the routing topologies of all
the nets connected to the cell to obtain the net lengths. In this
paper, however, we use the half-perimeter wirelength (HPWL)
to estimate the length of each net for the following reasons.
First, it might be too costly to construct a routing topol-
ogy for each net at this step. Second, even if constructing
a routing topology is not time-consuming, we do not need to
constrain the range of the target locations of a target cell along
a fixed routing topology at this step. Thus, we modify the tim-
ing constraint from the Elmore-delay-based constraint to the
HPWL-based constraint for Cell 2 in Fig. 2 as follows:

HPWL1
′2 + HPWL2

′2 ≤ HPWL1
2 + HPWL2

2 (12)

where HPWLi is the HPWL of net i, HPWLi
′ is the HPWL

of net i after moving the target cell and scaling, and Net 1
and Net 2 are one of the input nets and one of the output
nets connected to the target cell, respectively. We call this a
delay-based timing constraint.

The delay-based timing constraint preserves the total delay
of two adjacent nets connected through a target cell. However,
applying this constraint is time-consuming because it should
also consider all the combinations of the input and output
nets associated with each target cell. For instance, suppose a
target cell has m input pins and n output pins. Each pin is
connected to a net and the driver of each net drives multiple
cells. If we move the target cell, the length of each net changes

(might not change depending on the location of the target cell),
then we should check the timing of all the cells connected to
the net. If the average number of cells connected to a net is
r and the average input and output pin counts of a cell are m
and n, respectively, moving a target cell requires application
of the delay-based timing constraint to r · m + (r − 1) · n
cells. The complexity of applying (12) to a cell is O(mn), so
the complexity of applying the delay-based timing constraint
to moving a cell is O(rmn(m + n)). Since this is too time-
consuming, we developed a length-based timing constraint,
which is presented in the next section.

E. Length-Based Timing Constraint

Suppose the original HPWL of net i is HPWLi and that of
the net after nonuniform scaling is HPWLi

′. Then, the fol-
lowing constraint strictly preserves the delay of the net after
scaling:

HPWLi
′ ≤ HPWLi + δi (13)

where δi is a relaxation factor for net i and empirically
determined for a given process technology.

The new HPWL of net i after nonuniform scaling is

HPWLi
′ = HPWLi + �HPWLi√

NT
(14)

so the substitution of (14) into inequality (13) gives

�HPWLi ≤
(√

NT − 1
)

HPWLi + √
NTδi (15)

which is a new length-based timing constraint with relaxation
for each net. Since the delay is proportional to the square of
the length of a net, a decreasing function, such as the following
can be used for δi:

δi = k(um) if HPWLi ≤ t(um)

= k

HPWLi
+ t − 1

t
· k(um) if HPWLi > t(um) (16)

where t is a sufficiently small wirelength, such as 5um and
b and k are constants tuned for a given process technology
by exhaustive delay simulations. We call this a length-based
timing constraint with relaxation. If δi is zero, it is called a
length-based timing constraint.

IV. DYNAMIC POWER OPTIMIZATION ALGORITHMS

In this section, we present our algorithms for the
minimization of dynamic power consumption in gate-level
monolithic 3-D ICs.

A. Overall Algorithm

Fig. 3 shows the overall design flow and the step in the green
box shows the proposed algorithm. For a given 2-D placement
result, the NUSBP algorithm adjusts the cell locations in the
layout and then uniformly scales the locations by 1/

√
NT to

generate an NT -tier monolithic 3-D IC layout. The objective
is to minimize the dynamic power consumption estimated by
the following formula:

P = fclk · VDD
2
∑

i∈N

·(αi · HPWLi) (17)
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Fig. 3. Our 3-D IC design flow. The USBP skips the dynamic power
optimization step.

while satisfying either the delay- or length-based timing con-
straints shown in Section III. The cell location adjustment is
sequentially applied to either each cell or a set of cells (clus-
ters) until there is no more noticeable improvement in the
power consumption. The following sections describe how to
find optimal locations for each cell or cluster and how to inte-
grate the timing and density constraints into the optimization
algorithm.

B. Finding Optimal Locations

For each cell in a given 2-D placement result, we find an
optimal location that can minimize the sum of the dynamic
power of all the nets connected to the cell. The idea is to
move the cell in a direction we can reduce the sum of the
dynamic power.

The following theorem helps find optimal locations that
minimize the dynamic power consumption for a cell.

Theorem 1: For Cell A connected to k nets (n1, . . . , nk),
construct two bounding boxes, one (Bq,1) without Cell A and
the other (Bq,2) with Cell A, for nq (1 ≤ q ≤ k). Let BA be the
set of all the bounding boxes, BA = {B1,1, B1,2, B2,1, . . . , Bk,2}
and EPA be the set of all extremal points (four end points)
of all the bounding boxes in BA. Let TA be the set of all
intersection points of all pairs of the bounding boxes in BA.
Then: 1) the current location of Cell A is optimal or 2) there
exists at least one optimal point in TA ∪ EPA that minimizes
the sum of the dynamic power of all the nets connected to
Cell A.

Proof: The objective function we minimize is λ = ∑
i∈N αi ·

HPWLi. λ is piecewise linear, so the optimal points minimiz-
ing λ exist: 1) inside or on the boundary of some rectangles;
2) on some intervals (segments); or 3) on some extremal
points (the endpoints of some intervals or rectangles) or
intersection points. Since rectangles and intervals include their
endpoints, at least one of the extremal points or the intersection
points are optimal.

To apply the above theorem to finding optimal locations for
a given target cell, we use the following observations.

1) λ = ∑
i∈N αi · (HPWLx,i + HPWLy,i) where HPWLx,i

and HPWLy,i are the x- and y-components of the HPWL
of net i.

2) HPWLx,i and HPWLy,i are independent of each other,
so we can optimize each of them separately (so we focus
only on the x-coordinates from this point).

3) Suppose net i connects k cells, {C1, C2, . . . , Ck}, and the
x-coordinate of Cj is xj. If Ct is the target cell to move,

Algorithm 1: Find an Optimal x-Coordinate for a Given
Cell

Input: A given target cell A and a netlist N.
Output: An optimal x-coordiate of A.

1 K = {n|n ∈ N, A ∈ n};
2 B = {BoundingBox(n) = (x1, y1, x2, y2)|n ∈ K};
3 P = {x1(b), x2(b)|b ∈ B} ∪ x(A);
4 // x(A) is the x-coordinate of A.
5 Array X = Sort (P);
6 l = 1, r = |X|;
7 while l < r do
8 m = (l + r)/2;
9 CostL = Cost(X[l]);

10 CostM = Cost(X[m]);
11 if CostL ≤ CostM then
12 r = m;
13 else
14 CostT = Cost(X[m − 1]);
15 if CostT ≤ CostM then
16 r = m − 1;
17 else
18 l = m;
19 end while

20 Return X[l];

xmin,i and xmax,i are defined as the minimum and the
maximum of xj(j = 1, . . . , k, j 	= t), respectively. Then,
HPWLx,i linearly decreases as the target cell is moved in
the positive direction from −∞, stays constant between
xmin,i and xmax,i, and then linearly increases as the cell
is moved toward ∞.

4) The x-coordinate of each intersection point in TA is an
extremal point of a rectangle in BA.

In summary, the x-coordinate of an optimal point minimizing
λ for a given cell is always an extremal point of one of the
bounding boxes in BA constructed for the cell. In addition,
if we move the cell from −∞ to ∞, λ linearly decreases,
then stays constant, then linearly increases. Thus, instead of
enumerating all the extremal and intersection points, we first
construct BA, extract the x-coordinates of the left and right
extremal points of each rectangle in BA, and sort the coor-
dinates in the increasing order. Then, we find an optimal
coordinate by the binary search. Algorithm 1 describes how to
find an optimal x-coordinate for a given target cell using the
binary search algorithm. The Cost(x) function for a given x-
coordinate x computes the dynamic power consumption when
the cell is moved to x. The algorithm uses the observation that
the cost function is convex.

Fig. 4 shows an example. In the figure, Cell A is connected
to Net 1 ({A, C1, C2, C3}) and Net 2 ({A, C4, C5}). If the
switching activity α1 of Net 1 is greater than α2 of Net 2,
the optimal location for Cell A is (x1, [y5, y4]), where [y5, y4]
is the range from y5 to y4, i.e., any value greater than or
equal to y5 and less than or equal to y4. If the x-coordinate
ax of Cell A is greater than x1, but less than x2, the HPWL of
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Fig. 4. Two nets and their bounding boxes. Net 1 = {A, C1, C2, C3}. Net 2 =
{A, C4, C5}.

Net 1 is minimal, but the HPWL of Net 2 increases. If ax is
less than x1, the HPWL of Net 1 increases, but that of Net 2
decreases. Since α1 is greater than α2, the total power con-
sumption increases. We can easily verify that (x1, [y5, y4]) is
the optimal location for Cell A in this way. If α2 is greater than
α1, however, the optimal location for Cell A is (x5, [y5, y4]).

Notice that the proposed algorithm finds an optimal loca-
tion for each cell. To find optimal locations for all the cells
in the netlist, we sequentially choose a cell and move it. Thus,
the order of the cells we choose might affect the quality of
the solution. In this paper, we sort all the nets in the decreas-
ing order of the switching activity and start from the cells
connected to the highest-activity net.

C. Timing Constraints

Optimal locations of some cells found by Theorem 1 might
violate the timing constraints explained in Section III. Thus,
before we move a cell to its optimal location, we check
whether the move will violate the timing constraints or not.
If it violates the constraints, we move the cell to the farthest
location satisfying the timing constraints from its current loca-
tion, along and inside the segment connecting the current and
the optimal location.

If the timing constraint is the length-based timing con-
straint, we compute the maximum value of �HPWL satisfying
inequality (13) for each net connected to the target cell and
choose the smallest value among them. The computation of
�HPWL is performed as follows. We first construct the bound-
ing box of net i connected to the target cell and divide the plane
into nine regions as shown in Fig. 5. The target cell X is in
the center region (R5) and the dotted line shows the bounding
of net i. Depending on the optimal location (red circles), we
split the line segment connecting the current and optimal loca-
tions into multiple segments, one per region (we call the line
segment an optimal segment). Then, we compute �HPWL in
each region separately. For example, if the target location is in
R5, �HPWL is 0 even if we move the target cell between its
current and the optimal locations. If the target location is in
R2, however, �HPWL is 0 if the target cell is moved inside
R5, but �y if it is moved in R2, where �y is the distance
between the new location of the target cell in R2 and the y-
coordinate of the upper horizontal line of the bounding box
of net i.

Starting from the region of the optimal location, we com-
pute �HPWL satisfying inequality (13). If we find it, it is

Fig. 5. Consideration of length-based timing constraints.

Fig. 6. Delay-based timing constraints.

the optimal location satisfying the length-based timing con-
straint for net i. If we do not find it, however, we move to the
next farthest region along the optimal segment and compute
�HPWL again. We repeat this process until we find �HPWL
satisfying the inequality. Notice that the maximum number of
regions we should consider for each net is three, which occurs
when the optimal location is in R1, R3, R7, or R9 in Fig. 5.

If the timing constraint is the delay-based timing constraint,
we should consider not only each pair of the two adjacent nets
connected to the target cell, but also the cells adjacent to the
target cell. Fig. 6 shows an example. Suppose Cell 1 in the
figure is the target cell. If Cell 1 is moved, the lengths of
Net 1, Net 2, and Net 3 are changed. In this case, we apply
the delay-based timing constraint to the following net pairs,
(Net 1, Net 2) and (Net 1, Net 3). However, the changes of
the lengths of Net 1, Net 2, and Net 3 also affect the delay
values from Net 4 to Net 2, from Net 5 to Net 2, and from
Net 1 to Net 7. Thus, we should also check the delay-based
timing constraint to the following net pairs, (Net 4, Net 2),
(Net 5, Net 2), and (Net 1, Net 7).

To apply the delay-based timing constraint to a pair of two
nets, Net 1 and Net 2, we first split the plane into max. Twenty
five regions2 and compute �HPWL1 and �HPWL2 in each
region over which the optimal segment belongs to. Starting
from the region of the optimal location, we compute �HPWL1
and �HPWL2 minimizing λ and satisfying inequality (12). If
we do not find a value satisfying the inequality in the region,
we proceed to the next farthest region on the optimal segment
in a similar way to the length-based timing constraint case.

2Four x- and four y-coordinates from the eight extremal points of the two
bounding boxes split the plane into 25 regions.
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Fig. 7. Illustration of the clustering technique. The red nets are high-activity
nets.

D. Density Constraints

As mentioned in Section III, moving a cell to its opti-
mal location might increase the density of the layout area
around the optimal location. Thus, we need to control the lay-
out density efficiently during optimization. In this paper, we
predetermine a bin size, obtain the maximum bin density in a
given layout, and limit the density of each bin to be at most
the maximum bin density. If moving a cell to its optimal loca-
tion violates the density constraint of the bin, we find the next
farthest bin that does not violate the density segment along
the optimal segment.

We satisfy the timing and density constraints for each move
by considering both at the same time. Thus, we guarantee that
we never violate the timing and density constraints during/after
the optimization.

E. Clustering

A problem we found in moving a cell individually to its
optimal location is that we cannot move any cell connected
to a high-activity net in some cases. For example, moving
Cell A, Cell B, and Cell C toward Cell D in Fig. 7 will reduce
the dynamic power consumption, but moving the three cells
one by one is prohibited because moving each one of them
increases the dynamic power consumption or leads to no power
benefit. Thus, we cluster the cells connected to high-activity
nets and move the cells simultaneously to reduce dynamic
power consumption further in addition to moving each cell
individually. However, we only cluster the cells connected
to a net whose HPWL is less than a predetermined thresh-
old value (K). In fact, there exist some uncertainties in our
optimization methodology because our wirelength and power
computation are based on the HPWL. Thus, if K is large,
the uncertainty goes up and the final power value does not
accurately match our power computation. If K is too small,
however, there exists just a few clusters that can be moved by
the clustering technique. Therefore, we empirically determined
K based on simulations. Similar to the cell-based optimiza-
tion, the solution quality of the clustering-based optimization
depends on the order of the clusters we move. In this paper, we
sort the nets in the decreasing order of their switching activities

and start from the highest-activity net. For each selected net,
we cluster the cells connected to the net into a single super-cell
and apply the cell-based optimization algorithm to the super
cell. After we move the super cell, we flatten the super cell.

F. Complexity Analysis

The cell-based optimization finds an optimal location for
each cell and moves the cell to the location. Suppose a target
cell is connected to maximum n nets, each of which connects
maximum c cells. Then, the complexity of finding two bound-
ing boxes (one with the cell included and the other without
the cell) for each net is O(c) and that of finding all bound-
ing boxes of the target cell is O(cn). The runtimes for the
linear sweeping from −∞ to ∞ for the x-coordinates of the
bounding boxes is O(n). Thus, so the complexity of finding
an optimal location for each target cell is O(cn), which is
practically O(1) because c and n are bounded for most of the
cells and nets. For an optimal location found by the above
process, finding an optimal location that satisfies the timing
and density constraints takes a constant amount of time, so the
complexity of moving all the cells to their optimal locations is
O(C), where C is the total number of cells. The cluster-based
optimization also moves a cluster for each net, so practically
the complexity of finding an optimal location for a cluster is
also O(1). Thus, the complexity of moving all the clusters to
their optimal locations is O(N), where N is the total number
of nets. We iterate the cell- and cluster-based optimizations
only a few times, so the overall complexity of the NUSBP
algorithm is O(N + C).

V. SIMULATION RESULTS

In this section, we present our simulation results and
detailed analysis.

A. 3-D IC Design Flow and Simulation Setup

For NUSBP, we iterate the cell- and cluster-based optimiza-
tion multiple times until the power reduction saturates in the
dynamic power optimization step. We use the Nangate [9]
45nm library for the standard cell library, Synopsys Design
Compiler for synthesis, and Cadence Encounter for 2-D place-
ment and legalization. We also use Cadence Encounter to
obtain the switching activity of each net by propagating a
constant activity at the primary pins. We use hMetis [10] for
the k-way partitioning to design k-tier monolithic 3-D ICs. To
obtain area-balanced placement results, we split a given layout
into a grid and sequentially apply hMetis to each bin of size
5 ∗ r by 5 ∗ r, where r is the height of a standard cell row.
The bin size for the density check is 20 um by 20 um. All the
results we obtained by NUSBP in this section did not violate
the delay and density constraints.

B. Comparison of Dynamic Power Consumption in
Two-Tier Monolithic 3-D ICs

Table III shows wirelength (
∑

HPWL) and dynamic power
consumption (

∑
α·HPWL) of 2-D and two-tier monolithic

3-D ICs designed by USBP [denoted by 2-tier uniform (2TU)]
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TABLE III
COMPARISON OF 2-D, k-TIER UNIFORM-SCALING-BASED, AND k-TIER NONUNIFORM-SCALING-BASED PLACEMENT RESULTS USING DIFFERENT

TIMING CONSTRAINTS (-D: DELAY-BASED, -L: LENGTH-BASED, -LR: LENGTH-BASED WITH RELAXATION). THE VALUES IN PARENTHESES

SHOW THE RATIO BETWEEN THE 3-D DESIGNS AND THE 2-D DESIGNS. FP IS THE FOOTPRINT AREA AND RT IS THE RUNTIME

and NUSBP [denoted by 2-tier nonuniform (2TNU)] with
different timing constraints. As the table shows, the USBP
algorithm reduces the dynamic power consumption by roughly
29% compared to the 2-D placement result and the NUSBP
algorithm reduces the dynamic power consumption by 31% to
35%, 32% to 37%, and 33% to 39% for the delay-based (-D),
length-based (-L), and length-based with relaxation (-LR) tim-
ing constraints, respectively, compared to the 2-D placement
result. In addition, the NUSBP algorithm constantly outper-
forms the USBP algorithm for all the benchmarks by 5% to
14%, 4% to 11%, and 3% to 8% for the -D, -L, and -LR cases,
respectively.

For more detailed analysis, we show the difference between
the power consumption of 2TU and 2TNU-L for each net in
Fig. 8(a). We group all nets into each switching activity bin
of width 0.001, compute the sum of the dynamic power of
the nets in each bin for 2TU and 2TNU-L, and plot the differ-
ences. In the figure, we observe that the power reduction comes
primarily from the power reduction in high-activity nets, i.e.,
many high-activity (α > 0.8) nets in 2TNU-L are shorter than
in 2TU. Thus, we reduce the dynamic power consumption by
shortening the high-activity nets. However, some low-activity
nets (α ∼ 0.5) in 2TNU-L have higher power consumption
than those in 2TU. This is unavoidable because the further
power reduction in NUSBP is due to making high-activity nets
shorter and low-activity nets longer. Fig. 8(b) shows the dif-
ference between the HPWL of 2TU and 2TNU-L for each net.
In the figure, we observe that the trend of the wirelength dif-
ference is similar to the trend of the power reduction shown in
Fig. 8(a). In other words, the high-activity nets are shortened
at a cost of the elongated low-activity nets.

Regarding the timing constraints, the length-based timing
constraint reduces the power consumption more effectively
than the delay-based timing constraint as shown in Table III.

The reason is mainly because the delay-based timing constraint
is tighter than the length-based timing constraint. The fol-
lowing analysis shows the reason. Without loss of generality,
suppose α1 is greater than α2 in Fig. 2. The original lengths of
Net 1 and Net 2 are L1 and L2, respectively. Since α1 is greater
than α2, we move Cell 2 toward Cell 1 by δ. In the worst
case, the length of Net 1 after nonuniform scaling becomes
(L1 − δ)/

√
NT and that of Net 2 becomes (L2 + δ)/

√
NT .

Substituting these new lengths to inequality (12) gives the
following:

(
L1 − δ√

NT

)2

+
(

L2 + δ√
NT

)2

≤ L1
2 + L2

2 (18)

δMAX,d =
L1 − L2 +

√
(L1 − L2)

2 + 2(NT − 1)
(
L1

2 + L2
2
)

2
(19)

which is the maximum value of δ satisfying the delay-based
timing constraint. On the other hand, substituting the length
of Net 2 to inequality (12) gives the following:

δMAX,l =
(√

NT − 1
)

L2 (20)

which is the maximum value of δ satisfying the length-based
timing constraint.

If L1 is much longer than L2, δMAX,d is greater than
δMAX,l, so the delay-based timing constraint is looser than the
length-based timing constraint. If L1 is much shorter than
L2, however, δMAX,l is greater than δMAX,d, so the length-
based timing constraint is looser. Although the length-based
timing constraint led to lower power consumption than the
delay-based timing constraint in the benchmarks we used,
the delay-based timing constraint could lead to lower power
consumption if the former case (L1 is much longer than L2)
dominates the design.
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(a)

(b)

Fig. 8. Comparison of (a) dynamic power consumption and (b) HPWL
between 2TNU-L and 2TU. The x-axis is the net activity. Benchmark: LDPC.

C. Comparison of Dynamic Power Consumption in
Multitier Monolithic 3-D ICs

Table III also shows that the multitier monolithic 3-D ICs
reduce the dynamic power consumption more effectively than
the two-tier monolithic 3-D ICs. The USBP algorithm outper-
forms the 2-D layout by 29%, 42%, and 50% in the two-,
three-, and four-tier designs, respectively. In addition, the
NUSBP algorithm outperforms the USBP algorithm by 2%
to 14%, 2% to 13%, and 2% to 13% for the two-, three-
, and four-tier designs, respectively. Although the dynamic
power consumption monotonically decreases as the tier count
goes up, the decrement also reduces. Thus, the dynamic
power reduction will eventually saturate even if more tiers are
stacked. This is due to the saturation in the wirelength reduc-
tion as shown in the same table and other previous work [5].
Since the amount of wirelength reduction is proportional to the
scaling ratio (1/

√
NT ), wirelength reduction saturates, which

is also translated into the saturation of the dynamic power
reduction. However, the NUSBP algorithm still outperforms
the USBP algorithm constantly in the multitier monolithic 3-D
designs.

Regarding the runtime, applying the delay-based timing
constraint takes the highest runtime to optimize the designs.
The reason is because the delay-based timing constraint is
applied not only to the pairs of the nets connected to a target
cell, but also to some pairs of the nets connected to the cells
adjacent to the target cell. Thus, applying the delay-based tim-
ing constraint requires more computation time than the other
timing constraints. On the other hand, the length-based tim-
ing constraint with relaxation requires more computations than
the length-based timing constraint because the former is tighter

Fig. 9. Variation of the dynamic power consumption of the two-tier LDPC
design with cell- and cluster-based optimization interleaving (L: cell-based,
and C: cluster-based).

than the latter, so the latter searches more optimal points than
the former.

D. Effect of Interleaving Cell- and Cluster-Based
Optimizations

If we apply only the cell- or cluster-based optimiza-
tion repeatedly, the dynamic power consumption decreases
at the beginning, but saturates eventually. As explained in
Section IV-E, therefore, we alternate between the cell- and
cluster-based optimizations to escape from local minima and
reduce the dynamic power consumption further. In the NUSBP
design flow, we run m iterations of the cell-based optimiza-
tion, then run n iterations of the cluster-based optimization and
repeat the cell- and cluster-based optimization until the differ-
ence between the dynamic power consumption values before
and after the optimization is less than a predetermined number.
We set both m and n to 10 in our simulation.

Fig. 9 shows the variation of the dynamic power consump-
tion of the two-tier LDPC design, where L and C denote the
cell- and cluster-based optimizations, respectively. As the fig-
ure shows, the dynamic power reduction saturates after four to
six iterations in each optimization mode. Once the first cell-
based optimization saturates, the cluster-based optimization
reduces the dynamic power consumption further by moving
multiple cells connected to high-activity nets at the same time.
The dynamic power reduction in the cluster-based optimiza-
tion, however, also saturates. The cluster-based optimization
perturbs the placement, so switching back to the cell-based
optimization helps reduce the power consumption again. As
the number of iterations increases, the power consumption
eventually saturates as shown in Fig. 9.

E. Impact of the Density Control

As explained in Section IV-D, we control the density of
each bin in the layout during both the cell- and cluster-based
dynamic power optimization. Since it is not straightforward to
estimate the routability of a design at the placement stage,
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(a)

(b)

Fig. 10. Density distribution of the DES benchmark. (a) Without density
constraints and (b) With density constraints.

many placement papers use some variants of density esti-
mation and control schemes to effectively alleviate potential
routing congestions. Fig. 10 shows the bin density distribution
maps for the DES benchmark without and with the density
constraint and control. The density constraint for each bin in
the design is set to 0.8. As shown in the figure, optimizing
the design without the density constraint violates the density
constraint and the utilization of some of the bins is greater
than 1.0. With the density control, however, no bin violates
the density constraint.

VI. CONCLUSION

In this paper, we proposed an NUSBP algorithm for
dynamic power optimization in multitier gate-level monolithic
3-D ICs. The algorithm finds an optimal location minimizing
the sum of the dynamic power consumption of the nets con-
nected to the cell for each cell without violating the timing
and density constraints. The simulation results show that the
algorithm outperforms the USBP algorithm by an average of
2% to 14% for two- to four-tier designs.
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