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Abstract

Optimizing expensive to evaluate black-box functions over
an input space consisting of all permutations of d objects is
an important problem with many real-world applications. For
example, placement of functional blocks in hardware design
to optimize performance via simulations. The overall goal is
to minimize the number of function evaluations to find high-
performing permutations. The key challenge in solving this
problem using the Bayesian optimization (BO) framework is
to trade-off the complexity of statistical model and tractabil-
ity of acquisition function optimization. In this paper, we pro-
pose and evaluate two algorithms for BO over Permutation
Spaces (BOPS). First, BOPS-T employs Gaussian process
(GP) surrogate model with Kendall kernels and a Tractable
acquisition function optimization approach based on Thomp-
son sampling to select the sequence of permutations for eval-
uation. Second, BOPS-H employs GP surrogate model with
Mallow kernels and a Heuristic search approach to optimize
expected improvement acquisition function. We theoretically
analyze the performance of BOPS-T to show that their re-
gret grows sub-linearly. Our experiments on multiple syn-
thetic and real-world benchmarks show that both BOPS-T
and BOPS-H perform better than the state-of-the-art BO al-
gorithm for combinatorial spaces. To drive future research
on this important problem, we make new resources and real-
world benchmarks available to the community.

1 Introduction
Optimizing expensive black-box functions is a common
problem in many science and engineering applications (Fra-
zier and Wang 2016; Yang, Wu, and Arnold 2019; Zhou et al.
2020; Deshwal, Simon, and Doppa 2021). An important
class of such problems involve optimizing over the space of
all permutations of a set of objects. For example, in the de-
sign of integrated circuits (ICs), we need to find placement
of functional blocks to optimize performance via expensive
simulations. Another example is to find a schedule for the
jobs in additive manufacturing (parts can be built layer-by-
layer) to optimize throughput via simulations. Bayesian op-
timization (BO) (Shahriari et al. 2016) has proven to be a
successful approach for optimizing black-box functions in a
sample-efficient manner. The key idea is to learn a surrogate
statistical model, e.g., Gaussian process, and use it to select
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the sequence of inputs for function evaluation to uncover
high-performing inputs.

A large body of the BO literature focuses on continuous
input spaces (Greenhill et al. 2020) with few recent works
(Oh et al. 2019; Baptista and Poloczek 2018; Dadkhahi et al.
2020; Doppa 2021) tackling the challenging setting of in-
put spaces over discrete structures, e.g., sets, sequences, and
graphs. Unlike continuous spaces, discrete spaces come with
many unique challenges such as difficulty of defining a gen-
eral representation, non-smoothness, etc. which require spe-
cialized treatment of different types of combinatorial struc-
tures (BakIr et al. 2007). In this paper, we consider the un-
derstudied space of all permutations of d objects, which is
equivalently characterized by the non-Abelian Symmetric
group Sd of cardinality d!, consisting of all bijections from
a set to itself. In contrast, all of the existing work on com-
binatorial BO is focused on the input space with categori-
cal/binary variables which corresponds to the direct sums of
abelian cyclic groups Z/cZ of cardinality cd, where each of
the d variables can take one of the c categories. Combinato-
rial BO methods such as COMBO (Oh et al. 2019) cannot
exploit the special characteristics of permutation spaces. For
example, they account for dd space≫ d! permutation space.

The key challenge to devise effective solutions for BO
over Permutation Spaces (BOPS) is to trade-off the com-
plexity of statistical model and tractability of search to se-
lect permutations with high utility/acquisition values (e.g.,
expected improvement). We propose and evaluate two algo-
rithms for BOPS by addressing this challenge. First, BOPS-
T uses a simpler statistical model in the form of GP with
Kendall kernels (Jiao and Vert 2015). By considering the
weight space view of the GP model and employing Thomp-
son sampling as the acquisition strategy, we show that the
acquisition function optimization is a Quadratic Assignment
problem which can be solved using Tractable Semi-definite
programming relaxation based solvers. Second, BOPS-H
uses a complex statistical model in the form of GP with
Mallow kernels (Jiao and Vert 2015; Mania et al. 2018).
We employ expected improvement as the acquisition strat-
egy and perform Heuristic search (local search with mul-
tiple restarts) to select the permutations for function evalua-
tion. We analyze the theoretical properties of BOPS-T and in
terms of regret bounds and show that it achieves a sublinear
(time) regret. Our comprehensive experiments on both syn-
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thetic and real-world benchmarks show that both BOPS-T
and BOPS-H perform better than COMBO (Oh et al. 2019).

Contributions. The main contributions of this paper are:

• Two BO algorithms for permutation spaces, namely,
BOPS-T and BOPS-H, that make varying trade-offs be-
tween the complexity of statistical model and tractability
of search for selecting permutations for evaluation.

• We theoretically analyze BOPS-T and show that
it achieves sublinear (in time) regret bounds of
O∗(d3/2

√
T ), where d and T refers to dimensionality

and time (no. of iterations) respectively and O∗ denotes
upto logarithmic factors.

• We evaluate the efficacy of our algorithms and compare
with the state-of-the-art COMBO algorithm on multiple
synthetic and real-world benchmarks.

• We make new resources and benchmarks based on im-
portant real-world problems available to the BO commu-
nity to drive future research on this under-studied prob-
lem. The resources and source code of BOPS algorithms
are available at https://github.com/aryandeshwal/BOPS/.

2 Problem Formulation
In this paper, we consider optimization problems with the
input space consisting of all permutations over d objects.
Given [1, d] := {1, 2, · · · , d}, indexing the d objects, a per-
mutation is defined as a bijective mapping π : [1, d] 7→
[1, d]. The set of all permutations along with the composi-
tion binary operation ((π1 ◦ π2)(x) = π1(π2(x)) is known
as the Symmetric group Sd which has a cardinality |Sd|= d!.

Let f : Sd 7→ R be a black-box objective function that
is expensive to evaluate. Our goal is to optimize f while
minimizing the number of function evaluations:

π∗ = arg min
π∈Sd

f(π) (2.1)

For a concrete example problem, consider the domain of
design and optimization of integrated circuits (ICs). There
are many applications in IC design, where we need to op-
timize over permutations of functional blocks of different
granularity (small cells to processing cores). Some exam-
ple objectives include performance and manufacturing cost.
We need to perform expensive computational simulations to
evaluate each candidate permutation.

We solve this problem using the Bayesian optimization
(BO) framework. A BO algorithm is composed of two main
components: 1) a surrogate statistical model built using past
evaluations of the expensive black-box objective function;
and 2) an acquisition function to capture the expected util-
ity of evaluating a new input, which is optimized at each
BO iteration to find the next best input for evaluation. Al-
gorithm 1 shows the generic BOPS approach. We provides
concrete instantiations for these two components by han-
dling the unique challenges of permutation spaces. In each
BO iteration, we select the most promising permutation for
evaluation (line 3) and update the statistical models using all
the training examples (line 6). The best found permutation
is returned at the end of maximum BO iterations (line 8).

Algorithm 1: Bayesian Optimization over Permutation
Spaces (BOPS)
requires: black-box objective f(π), Gaussian process
GP (0, k) with Kernel over permutations k, Acquisition
function AF

1: D0 ← small initial data; and GP0 ← GP (µD0
, kD0

)
2: for j=1, 2, . . . do
3: Acquisition function optimization to select the next

permutation: πj = argminπ∈Sd
AF (π)

4: Evaluate the selected permutation πj to get f(πj)
5: Aggregate training data: Dj ← Dj−1 ∪ {πj , f(πj)}
6: Update GP posterior: GPj ← GP (µDj , kDj )
7: end for
8: return πbest = argmin{f(π1), f(π2) · · · }

3 Related Work
Bayesian optimization (BO) methods for input spaces over
discrete structures can be broadly classified into two cate-
gories based on the amount of available training data: large
and small data settings. Our paper focuses on the small-data
setting due to the unavailability of large training sets and the
objective function evaluations being expensive.
BO methods for large-data setting. Most of these meth-
ods employ the large set of training examples to learn em-
beddings of discrete structures in a latent space and perform
continuous BO in the latent space (Gómez-Bombarelli et al.
2018; Lu et al. 2018; Eissman et al. 2018; Kajino 2019). This
setting is especially relevant for domains such as molecular
design (Griffiths and Hernández-Lobato 2017; Hernández-
Lobato et al. 2017) and biological sequence design (Anger-
mueller et al. 2020, 2019).
BO methods for small-data setting. Prior work in the
small-data setting consider input spaces over binary/categor-
ical structures: x1×x2 · · ·×xd space, where each xi can take
all possible values from a set of categories {0, 1, · · · , c−1},
where c=2 and c > 2 for binary and categorical variables re-
spectively. This results in a search space of size cd, which
has a different structure than our considered setting of the
space of all permutations of a set of d objects. Prior meth-
ods in this setting can be classified based on their choice
of surrogate models (linear models (Baptista and Poloczek
2018; Dadkhahi et al. 2020), random forests (Hutter, Hoos,
and Leyton-Brown 2011), Gaussian processes (Oh et al.
2019; Deshwal and Doppa 2021)) or acquisition function
optimization approaches (heuristic search (Hutter, Hoos, and
Leyton-Brown 2011; Oh et al. 2019; Dadkhahi et al. 2020;
Deshwal and Doppa 2021), principled mathematical opti-
mization (Baptista and Poloczek 2018; Deshwal, Belakaria,
and Doppa 2020, 2021)), and combination thereof (Garrido-
Merchán and Hernández-Lobato 2020; Luong et al. 2019;
Deshwal et al. 2020; Swersky et al. 2020).
Gaussian process models for discrete structures.
COMBO (Oh et al. 2019) is the state-of-the-art method
for small-data setting. It employs Gaussian process (GP)
with diffusion kernels (Kondor and Lafferty 2002) defined
over a combinatorial graph representation of the input
space. However, COMBO’s graph representation cannot
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exploit the special characteristics of permutation spaces. For
example, for a space of d objects, it requires d subgraphs
each with at least d nodes to account for dd combinatorial
space which is unnecessarily large for our usage. Another
line of work considers GP models with kernels for specific
structures including sets (double sum/embedding kernels
(Buathong, Ginsbourger, and Krityakierne 2020; Kim et al.
2021)), molecular graphs (optimal transport based kernel
(Korovina et al. 2020)), and strings (string kernels (Moss
et al. 2020; Lodhi et al. 2002)). We employ Kendall kernels
and Mallow kernels (Jiao and Vert 2015; Mania et al. 2018)
for permutation spaces which were shown to have superior
performance on permutation based classification tasks.

4 BO Algorithms for Permutation Spaces
In this section, we provide two algorithms for BO over per-
mutation spaces that make varying trade-offs between the
complexity of statistical model and tractability of acquisi-
tion function optimization. First, BOPS-T employs a sim-
ple statistical model with an efficient Semi-definite program-
ming (SDP) relaxation based optimization method. Second,
BOPS-H employs a complex statistical model and performs
heuristic search for optimizing the acquisition function. We
employ Gaussian processes (GPs) (Rasmussen and Williams
2006) as the surrogate model in both algorithms. GPs are
effective statistical models commonly used for BO as they
provide a principled framework for uncertainty estimation.
They are fully characterized by a kernel k (Kanagawa et al.
2018) which intuitively captures the similarity between two
candidate inputs from the same input space.

4.1 BOPS-T Algorithm
Surrogate model. The similarity between any two permu-
tations (π, π′) can be naturally defined by considering the
number of pairs of objects ordered in the same way or in op-
posite ways. This is captured by the notion of the number of
discordant pairs nd(π, π

′), also known as Kendall-tau dis-
tance (Kendall 1938). nd(π, π

′) counts the number of pairs
of objects ordered oppositely by π and π′ as defined below:

nd(π, π
′) =

∑
i<j

[1π(i)>π(j)1π′(i)<π′(j)

+ 1π(i)<π(j)1π′(i)>π′(j)]
(4.1)

A related notion of concordant pairs nc(π, π
′) counts the

number of object pairs ordered similarly by π and π′:

nc(π, π
′) =

(
d

2

)
− nd(π, π

′) (4.2)

Kendall kernels (Jiao and Vert 2015) are positive-definite
kernels defined over permutations using the notion of dis-
cordant and concordant pairs as follows:

k(π, π′) =
nc(π, π

′)− nd(π, π
′)(

d
2

) (4.3)

Because of their proven effectiveness over permutations
(Jiao and Vert 2015, 2018), we propose using Kendall ker-
nels with GPs as surrogate model in our BOPS-T algorithm.

For our surrogate model, we consider the weight-space
formulation of the GP. This weight-space formulation is es-
sential for the SDP based acquisition function optimization
approach described in the next section. In the weight-space
view, we can reason about GPs as a weighted sum of basis
functions ϕ = {ϕi(·)}, i.e.,

wTϕ(·); w ∼ N(0, I) (4.4)

where N(·) represents multi-variate Gaussian distribution
and I is the identity matrix. Every kernel has a canonical fea-
ture map (as per the Moore-Aronszajn theorem (Aronszajn
1950)) ϕ : Sd 7→ Hk, Hk being its associated Reproducing
Kernel Hilbert Space (RKHS), that is employed as the ba-
sis function in 4.4. The feature map expression for Kendall
kernel (constructed by (Jiao and Vert 2015)) is given below:

ϕ(π) = {

√(
d

2

)−1 (
1π(i)>π(j) − 1π(i)<π(j)

)
}(1≤i<j≤d)

(4.5)

Acquisition function and optimizer. In order to sequen-
tially select the next permutation for evaluation guided by
the learned surrogate model, we employ Thompson sam-
pling as our acquisition function. Thompson sampling is a
powerful, practitioner-friendly, and parameter-free approach
for appropriately balancing the exploration vs. exploitation
dilemma (Russo and Van Roy 2014) in sequential bandit op-
timization. The key idea is to sample a function from the
surrogate model’s posterior and select its optimizer as the
next permutation for evaluation. In the weight-space view of
GPs, this corresponds to sampling a weight vector ŵ from its
posterior and solving the following optimization problem:

πnext = arg min
π∈Sd

ŵTϕ(π) (4.6)

It should be noted that the sampled weight vector ŵ is an
exact function defined by GP (with Kendall kernel) over
permutation spaces and has no approximation error when
compared to the function space approach. This is in contrast
to the common practice of using Thompson sampling over
continuous spaces, where random Fourier features based
weight-space representation of GPs is used which inevitably
results in approximation error because of sampling a finite
number of features from an infinite feature space.

We now show that the above acquisition function opti-
mization problem (4.6) is a Quadratic Assignment Problem
(QAP) (Burkard et al. 1998). To observe that, the objective
in 4.6 is written in an equivalent form in terms of Pd, the
set of all possible permutation matrices P of size d × d, as
follows:

min
P∈Pd

Tr(WPAPT ) (4.7)

where Tr is the matrix trace operation and A is a d × d
matrix defined as follows:

A =

{
1 if i < j
−1 if i > j
0 if i == j

∀i, j ∈ [1, d]
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and W is another d× d matrix given as follows:

W =

{
w (i−1)

2 (2d−i)+(j−i)
if i < j

0 if i ≥ j
∀i, j ∈ [1, d]

Concretely, the equivalence of objectives in 4.6 and 4.7 can
be seen as follows:

Tr(WPAPT ) =
d∑

i=1

(WPAPT )ii (4.8)

Equation 4.8 is the definition of the trace of a matrix. Now,
considering each entry (WPAPT )ii in 4.8:

(WPAPT )ii =
d∑

j=1

Wij · (PAPT )ji (4.9)

=
d∑

j>i

w (i−1)
2 (2d−i)+(j−i)

· (PAPT )ji

(4.10)

=
d∑

j>i

w (i−1)
2 (2d−i)+(j−i)

·Aπ(j)π(i) (4.11)

where 4.10 follows from the definition of W and 4.11 fol-
lows from the fact that pre-multiplying (post-multiplying)
by a permutation matrix permutes the rows (columns) of A.
Using 4.11 in 4.8:

Tr(WPAPT ) =

d∑
i=1

d∑
j>i

w (i−1)
2 (2d−i)+(j−i)

·Aπ(j)π(i)

(4.12)

By noting that Aπ(j)π(i) is exactly the feature map in 4.5

(upto multiplication by a constant
√(

d
2

)−1
which doesn’t

change the optimal solution), the equivalence between 4.6
and 4.7 is established.

Although, in general, Quadratic assignment probem is
NP-hard (Sahni and Gonzalez 1976), we leverage existing
Semi-definite programming (SDP) based strong relaxations
(Zhao et al. 1998) to obtain good approximate solutions to
the acquisition function optimization problem. Using the in-
variance of the trace under cyclic permutations and vector-
ization identity (vec(APW ) = (W T ⊗ A)vec(P )), objec-
tive in 4.7 is standardized as:

min
P,Q

((WT ⊗A)Q) (4.13)

P ∈ Pn

Q = vec(P )vec(P )T

where vec(P ) is the column-wise vectorization of P . We
leverage the clique-based SDP relaxation approach of (Fer-
reira, Khoo, and Singer 2018) which can exploit matrix spar-
sity (e.g., zeros in the upper-triangular matrix W ) for solving
4.13. The key idea is to enforce semi-definiteness only over
groups of Q’s entries (i.e., cliques) to get a relaxation that
can be solved using fast and accurate algorithms.

4.2 BOPS-H Algorithm
Surrogate model. We propose to employ Mallows kernel
which plays a role on the symmetric group Sd similar to the
Gaussian (RBF) kernel on the Euclidean space. Given a pair
of permutations π and π′, the Mallows kernel is defined as
the exponentiated negative of the number of discordant pairs
nd(π, π

′) between π and π′ i.e.

kmπ, π′ = exp(−lnd(π, π
′)) (4.14)

where l ≥ 0 is a hyper-parameter of the kernel similar to
the length-scale hyper-parameter of the Gaussian kernels on
Euclidean space. A key measure of the expressivity of a ker-
nel is based on a property called universality which captures
the notion of whether the RKHS of the kernel is rich enough
to approximate any function on a given input space arbitrary
well. It was recently shown (Mania et al. 2018) that Mallows
kernel is universal over the space of permutations in con-
trast to the Kendall kernel discussed in the previous section.
Therefore, Mallows kernels are more powerful than Kendall
kernels and allows us to capture richer structure in permuta-
tions when used to learn GP based surrogate models. Indeed,
our experiments also demonstrate empirically the superior
modeling capability of Mallows Kernel.
Acquisition function and optimizer. Unlike Kendall ker-
nel, the feature space of Mallows Kernel is exponentially
large (Mania et al. 2018) making it practically inefficient to
sample functions from the GP posterior (in the weight-space
style as described earlier).Therefore, we propose to employ
expected improvement (EI) as our acquisition function. The
additional complexity of GP based statistical model with
Mallows kernel makes the acquisition function optimiza-
tion problem πnext = argminπ∈Sd

AF (π) is intractable for
EI. Therfore, we propose to perform Heuristic search in the
form of local search with multiple restarts that has been
shown to be very effective in practice for solving combinato-
rial optimization problems. To search over only valid permu-
tations π ∈ Sd, at each local search step, we consider only
those neighbors which are permutations of the current state.
Otherwise, we will be searching over a huge combinatorial
space with both valid (permutations) and invalid structures
(non-permutations) as done by COMBO: may not result in
producing a permutation from its acquisition function op-
timization procedure. Indeed, we observed this behavior in
our experiments with COMBO. We use the modified local
search procedure over permutations for both COMBO and
our BOPS-H algorithm in experiments.

5 Theoretical Analysis for BOPS-T
In this section, we analyze the theoretical properties of our
BOPS-T algorithm in terms of regret metric (Srinivas et al.
2009), which is a commonly used measure for analyzing BO
algorithms. Note that there is no prior regret bound analysis
for BO algorithms for EI even in continuous spaces. Hence,
we leave the analysis of BOPS-H algorithm for future work.
Let simple regret R be defined as follows:

R =
T∑

t=1

(f(πt)− f(π∗)) (5.1)
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where πt is the permutation picked by the BO algorithm at
time (iteration) t. In our case of using Thompson sampling
as an acquisition function, it is natural to consider the ex-
pected form of this regret (Russo and Van Roy 2014) where
the expectation is taken over the distribution of functions as
given by the GP prior with Kendall kernel. We analyze this
expected form of regret, also known as Bayesian regret:

BR =
T∑

t=1

E(f(πt)− f(π∗)) (5.2)

where the expectation is over the distribution of functions
f ∼ GP (0, k). The below theorem bounds the Bayesian
regret of our BOPS-T algorithm:

Theorem 5.1 Let f ∼ GP (0, k) with Kendall kernel k
(4.3), the Bayesian regret of the BOPS-T algorithm after T
observations yi = f(πi) + ϵi, i ∈ {1, 2, · · ·T} with ϵi being
Gaussian distributed i.i.d. noise ϵi ∼ N(0, σ2) is : BR =
O∗(d3/2

√
T ), where O∗ denotes upto log factors.

Proof. The key quantity in bounding the regret of Bayesian
optimization with Gaussian processes (also known as GP
bandits) is an information-theoretic quantity called as maxi-
mum information gain γT (Srinivas et al. 2009) that depends
on the kernel k and intuitively captures the maximum infor-
mation that can be gained about f after T observations, i.e.,

γT = max
A⊂Sd,|A|=T

I(yA; f) (5.3)

where I is the mutual information and A is a subset of per-
mutations with corresponding function evaluations yA.

(Russo and Van Roy 2014) proved the Bayesian regret for
Thompson sampling by characterizing it in terms of upper
confidence bound based results from (Srinivas et al. 2009):

Proposition 1 (Proposition 5 (Russo and Van Roy 2014)).
If |X| < ∞, {f(x) : x ∈ X} follows a multivariate Gaus-
sian distribution with marginal variances bounded by 1, the
Bayesian regret for Thompson sampling based bandit policy
is given as:

BR = 1 + 2

√
TγT ln (1 + σ2)−1 ln

(
(T 2 + 1)|X|√

2π

)
(5.4)

where X is the action space.

This proposition is directly applicable in our setting be-
cause the action space, being the cardinality of the sym-
metric group Sd, is finite (i.e., |Sd| = d!) and the function
{f(π) : π ∈ Sd} follows a multivariate Gaussian distribu-
tion (by definition of Gaussian process with Kendall kernel).
We compute the specific terms in the right-hand side of 5.4
that are applicable in our setting to prove the regret bound.

The maximum information gain for kernels with finite
feature maps can be computed in the weight-space form (Sec
4.1) as a special case of linear kernel (Srinivas et al. 2009).

γT ≤ C log |I + σ−2K| (5.5)

where C = 1/2 · (1 − 1/e)−1 is a constant, K is a T × T
matrix with each entry Kij = k(πi, πj). As per kernel trick,

K = ΦTΦ (5.6)

where Φ is a matrix with Σ1/2ϕ(πi), i ∈ {1, 2, · · · , T} as
the columns (4.5). Therefore,

γT ≤ C ln |I + σ−2ΦTΦ| (5.7)

By Schur’s complement:

γT ≤ C ln |I + σ−2ΦTΦ| ≤ C ln |I + σ−2ΦΦT | (5.8)

By Hadamard’s inequality:

γT ≤ C ln |I + σ−2ΦΦT | (5.9)

≤ C

(d2)∑
i=1

ln(1 + σ−2λi) (5.10)

where {λ1, λ2, · · · } is the eigenvalue set of the matrix ΦΦT .
By Gershgorin circle theorem (Varga 2010), all the eigen-

values of a matrix is upper bounded by the maximum abso-
lute sum of rows, i.e. λi ≤ d2T with the assumption that
∥Σ1/2ϕ(π)∥ ≤ 1.

γT = O(d2 ln(d2T )) (5.11)

Now, using Stirling’s approximation, we can bound the
ln(|X|) term in 5.4, where |X| = |Sd| in our case:

ln(|Sd|) = O(d ln d) (5.12)

Plugging 5.11 and 5.12 in 5.4 and ignoring constants, we
get the following expression:

BR = O(
√
Td2 ln d2T (lnT 2 + d ln d)) (5.13)

BR = O(
√
(Td2 ln d2T lnT 2 + Td3 ln d2T ln d))

(5.14)

BR = O∗(d3/2
√
T ) (5.15)

Hence, ignoring log factors, our proposed BOPS-T algo-
rithm achieves sublinear (time) regret.

6 Experiments and Results
In this section, we describe the benchmarks and experimen-
tal setup followed by results and discussion.

6.1 Benchmarks
We employ diverse and challenging benchmarks for black-
box optimization over permutations for our experiments. We
have the following two synthetic benchmarks.
1) Quadratic assignment problem (QAP). QAPLIB
(Burkard, Karisch, and Rendl 1997) is a popular library that
contains multiple QAP instances. Each QAP instance con-
tains a cost matrix (A) and distance matrix (B) sized n× n,
where n is the number of input dimensions. The goal is to
find the best permutation that minimizes the quadratic as-
signment objective Tr(APBPT ), where P is an n×n per-
mutation matrix. We use input space with n = 15 dimen-
sions in our experiments.
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Figure 1: Results comparing BOPS-T, BOPS-H, and COMBO (best objective function value vs. number of BO iterations) on
both synthetic and real-world benchmarks: (Top row) QAP, TSP, CP; and (Bottom row) FP1, FP2, and HMD.

2) Traveling salesman problem (TSP). TSP problems are
derived from low-dimensional variants of the printed circuit
board (PCB) problems from the TSPLIB library (Reinelt
1995). The overall goal is to find the route of drilling holes
in the PCB that minimizes the time taken to complete the
job. We use input space with d = 10 dimensions from the
data provided in the library.

We perform experiments on three important real-world
applications from the domain of computer-aided design of
integrated circuits (ICs). These applications are character-
ized by permutations over functional blocks at different lev-
els of granularity that arise in different stages of design and
optimization of ICs. Importantly, even tiny improvements in
solution has huge impact (e.g., improved performance over
the lifespan of the IC or reduced cost for manufacturing large
samples of the same IC). A big challenge in the combinato-
rial BO literature is the availability of challenging real-world
problems to evaluate new approaches. Hence, we provide
our three real-world benchmarks as a new resource to allow
rapid development of the field.
3) Floor planning (FP). We are given k rectangular blocks
with varying width and height, where each block represents
a functional module performing certain task. Each place-
ment of the given blocks is called a floor-plan. Our goal is to
find the floor plan that minimizes the manufacturing cost per
chip. We use two variants of this benchmark with 10 blocks
(FP1 and FP2) that differ in the functionality of the blocks.
4) Cell placement (CP). We are given 10 rectangular cells
with same height and a netlist that contains the connection
information among the cells. The goal is to place the 10 rect-
angular cells for optimizing the performance of the circuit.
Intuitively, shorter nets have shorter delays, so placements
with shorter wire-length will result in higher performance.
5) Heterogeneous manycore design (HMD). This is a

manycore architecture optimization problem from the ro-
dinia benchmark (Che et al. 2009). We are given 16 cores
of three types: 2 CPUs, 10 GPUs, and 4 memory units. They
are connected by a mesh network (each core is connected
to its four neighboring cores) to facilitate data transfer. The
goal is to place the given 16 cores to optimize the energy de-
lay product (EDP) objective that captures both latency and
energy, two key attributes of a manycore chip.

6.2 Experimental Setup
Configuration of algorithms. We compare our proposed
BOPS-T and BOPS-H algorithms with the state-of-the-art
combinatorial BO algorithm COMBO (Oh et al. 2019).
COMBO employs a diffusion kernel based GP surrogate
model and optimizes expected improvement acquisition
function using local search with restarts to select inputs
for evaluation. Each local search step considers all neigh-
bors of the current structure in the combinatorial graph
(i.e., structures with Hamming distance one). We mod-
ify COMBO’s local search procedure (https://github.com/
QUVA-Lab/COMBO) to consider only those neighbors
which are permutations of the current state thereby help-
ing COMBO to avoid searching a large combinatorial space
with huge number of invalid structures (non-permutations).

We used the SDP relaxation based QAP solver code from
(https://github.com/fsbravo/csdp) for implementing BOPS-
T. BOPS-H is built using popular GPyTorch (Gardner et al.
2018) and BoTorch (Balandat et al. 2020) libraries. We used
10 restarts for local search based EI optimization for BOPS-
H. BOPS-T, BOPS-H, and COMBO are initialized with the
same 20 random permutations in each experiment.
Evaluation metric. We plot the objective function value of
the best permutation over different BO iterations. Each ex-
periment is repeated 20 times and we plot the mean of the
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Figure 2: Results comparing the three surrogate models of BOPS-T, BOPS-H and COMBO on negative log-likelihood (NLL)
metric computed on a test set on five benchmarks: (Top row) QAP, TSP, CP; and (Bottom row) FP1, FP2.

best objective value plus and minus the standard error.

6.3 Results and Discussion
In this section, we present and discuss our experimental re-
sults along different dimensions.

Figure 1 shows the results for BO performance (best ob-
jective value vs. number of function evaluations / BO itera-
tions) of BOPS-T, BOPS-H, and COMBO on all six bench-
marks. Below we discuss these results in detail.
BOPS-T vs. BOPS-H. Recall that BOPS-T and BOPS-H
makes varying trade-offs between the complexity of sta-
tistical model and tractability of acquisition function opti-
mization: BOPS-T uses simple model and tractable search;
and BOPS-H employs complex model and heuristic search.
From Figure 1, we can observe that BOPS-H performs sig-
nificantly better than BOPS-T on all six benchmarks.
BOPS vs. COMBO. From the results shown in Figure 1,
we make the following observations: 1) BOPS-H performs
significantly better than both BOPS-T and COMBO on all
six benchmarks; and 2) BOPS-T is comparable or slightly
better than COMBO on all benchmarks except TSP and CP.
We hypothesize that the performance of different BO algo-
rithms, namely, BOPS-H, BOPS-T, and COMBO is propor-
tional to the quality of their surrogate models in terms of
making predictions on unknown permutations and their un-
certainty quantification ability. To verify this hypothesis, we
compare the three surrogate models quantitatively in terms
of their performance on the log-likelihood metric.
Comparison of surrogate models. We compare the three
surrogate models on the log-likelihood metric (Murphy
2012) because it captures both the prediction and uncertainty
quantification of a model which are essential for the effec-
tiveness of BO. We plot the negative log-likelihood (NLL)
of the three surrogate models on a testing set of 50 instances

as a function of the increasing size of training data. Each
experiment is replicated with 10 different training sets and
each method is evaluated using the median of the NLL met-
ric on 10 different test sets of 50 permutations each. Figure
2 shows the results on all benchmarks except HMD. We do
not show results on HMD since each function evaluation is
much more expensive when compared to all other bench-
marks, and we are generating multiple replications of the
training and testing sets (10 × 10 = 100 runs). We make
the following observations from Figure 2: 1) BOPS-H shows
the best performance among the three surrogate models; 2)
BOPS-T does better than COMBO on all benchmarks other
than cell-placement. Since both COMBO and BOPS-H em-
ploy the same acquisition function (EI) and optimizer (local
search), it is evident that the gains in the BO performance
comes from the superior surrogate model of BOPS-H.

7 Conclusions
We proposed and evaluated two effective Bayesian opti-
mization algorithms with varying trade-offs for optimizing
expensive black-box functions over the challenging input
space of permutations. The results point to a key conclu-
sion that it is important to use an appropriate model that ex-
ploits the specific structure of permutation spaces, which is
different than the generic combinatorial space over categor-
ical variables. We characterized the importance of this prob-
lem setting by describing three important real-world appli-
cations from the domain of computer-aided design of inte-
grated circuits. Furthermore, we make all these benchmarks
available to drive future research in this problem space.
Future work includes studying extensions to handle high-
dimensional spaces (Oh, Gavves, and Welling 2018) and
multiple objectives (Belakaria, Deshwal, and Doppa 2019).
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