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ABSTRACT: This paper present9 an algorithm for choosing 
llie buffer positions for a wiiing tree siicli that the “Elmore- 
tlelay” ir minimal. For given reqiiiied arrival times at tli- sinks 
of lhe wiring tree, the algorithm chooses buffers such that the 
iequired departiiie lime at lhe soiirce is ar late as possible. The 
topology of  (lie wiiing tree, a steiiier tree, is assumed given, as 
well as llie possible (legal) positions of the buffers. The algo- 
iillini iises a depth first seaich on the wiring tree to construct 
a set o f  tiiiir/capacitance pails that correspond to differenl 
rhoice$. The complevity of  the algoritlirii is O(B2) where B is 
l l ie niiniber of possible buffer positions. An extension of  the 
hasic algoiillini allows miniini7ation of the nninber of buffers 
as  a recoiitlary objective. 

INTRODUCTION 

Oflcn sonic g:itcs on a chip liavc to tlrivc many sinks or long 
wiivi. Thc pr.opag:ition tlclay of Such a signal can bc im- 
proved hy rcpon~cring tlic signal by littlc aniplificrs, called 
buffcrs [I, 21. The trcc structurc with tlic huffcrs, which 
di\ti-ihiitcs tlic sign:iI over the chip is callcd the fannut trec. 
An :ilgoi.ithni to design such fanout trees is dcscribcd i n  [3:]. 
I lo\vcwr, this algorithm docs nnt take physical information. 
\tic11 :IS Ihc c:ipncil:iiicc a n d  RC cffccts o f  thc wircs, into ac- 
CO11 I1 t .  

A I:rrgc povlion of the dcl:iy i n  a n  integratcd circuit is due  to 
tlic tinic i t  takcs 1 0  cliargc a n t l  discliar-gc thc capacitancc of 
(t ic wiim and Ihc gales of thc transistors. Thc  rcsistancc 
R - -  I./ o f  :i wirc incrcascs lincarly with its lcngth l and  so 
docs i t5  capacitance C = cT. Thc RC dclay of the wire is 
1.) ~~ 1/2RC 1 I / 2 i d 2  , sn i t  incrcascs quadratically with tlic 
Icngfh of thc wire. 

A.; t h e  .;calc of inlegration continue5 to gi-om [4] the wirc dc- 
I : i y  will rclativcly iiicimsc and Iwxunc the dominant factor. 
‘l’hcicforc huffcl-ing of wiring trees aftcl. placcmcnt or flnor 
pl:i ii 11 i  ng w i  I I hcconi c in crcasi ngl y i in porta n t. 

‘1 l i e  growth of the tlclay with the lcngth of a wirc c a n  bc rc- 
tlucctl to linear h y  introducing buffcrs a t  fixed tlistanccs. I n  
pixct ice, most connections havc a trcc structurc with multiplc 
\ink.;. I n  this paper w e  will present a n  algorithm for placing 
ihc 1,uffcr.s i n  such ;I ttce structurc such that thc dclay is 
ininirii:il. Tlic special Ivopcr’tics of the Elmorc dclay model 
[S. ( 7 1  :111o\v thc tisc of a hierarchical algoi-ithni. Thc algo- 
r i t h m  follows [lie gcnctal two phase hottom-up prcdiction a n d  
I ( i p-tl own dcc is ion :I p proa ch [ 71. 

Wc \vi11 s h o w  t h a t  [lie coniplesity of the algorithm is only lin- 
c:ii iii tlic ~ i u n i I ~ c ~ ~  of pos;.;iblc positions of the buffcrs. A 

simplc cxtcnsion of the algot itlim allows optimization of the 
cost of thc buffers uscd. 

THE BUFFER PLACEMENT PROBLEM 
The task o f  the new algorithm is to put  buffers into an cxist- 
ing wiring trec. On the wiring trcc thcrc arc legal positions 
whcrc the algorithm may place a huffcr. I n  thc actual imple- 
mentation only global placcmcnt and routing information is 
usctl, so that small motlifications likc placing a buffcr are  al- 

7 he capacitancc C, of each sink i a n d  thc tcquirctl arrival time 
P, of the signal a t  cadi  sink arc givcn. Each buffer is char- 
acter ized by an input capacitancc Chufr an internal tlclay Dhul, 
and an output  impcdancc R,,,,. A wirc with lcngth P has a 
tlistributcd rcsistancc 18 antl a distributcd capacitancc cP. 

Lct D, be thc dc1:iy bctwccn the source of thc signal (the root 
of thc ttcc) and tlic sink i. The algorithm placcc buffers such 
t h a t  thc rcsulting icquircd dcpatturc time T,,,,,,, of thc signal 
a t  thc source i s  as latc as possiblc. Thc icqniicd dcparturc 
time c a n  bc c x p r c w d  as: 

lo\vcd., 

DELAY CALCULATION FOR WIRING TREES 
Thc wiring trccs arc niodclcd by a trec of tlistributcd R C  
sections [ X I .  Thc capacitancc to thc surrounding wircs is 
niodclctl as an extra contribution to thc capacitance to  
ground. The  root of the trcc is thc sourcc of thc signal, and the 
leafs of thc trce arc thc sinks of thc signal. 

Computing the delay of R wiring tree exactly is difficult, and 
rcquircs the solution of a sct of tliffcrcntial equations for thc 
distributcd RC sections. I t  is however possible to derive easily 
cotnputcd cstimatcs for the delay. Thc  pivotal paper [ 6 ]  pre- 
sents sonic casily calculatccl bounds on thc waveform of thc 
step rcsponsc in a tlistributcd R C  ttcc network; [9] shows 
that the bounds a rc  also valid for R C  incshcs a n d  [ IO]  ex- 
tentls thc bounds in [ 6 ]  with non-lincar rcsistors. [ 6 ]  also 
prcscnts a simple calculation for R C  trce nctworks of the 
“Elmorc tlclay” [SI. Tlic Elmnrc delay has bccn cxtcndcd for 
nonlincar resistors [ I  I ]  antl for an initial chargc condition 
112.1. For rcasons of algorithmic complexity, wc will use thc 
Elmorc delay as thc objcclivc fiinc(ioii of our algorithm. 

Thc Elninrc dclay is tlcfinctl as thc first ortlcr momcrit of thc 
impulsc rcsponsc h(t), also known ;IS thc inertia: 
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The model that  wc consitlcr p rcwvcs  charge (no leakage to 
ground). If this modcl is cxcitcd with a negativc stcp function, 
the Elmore delay is thc avcragc arrival time of the electron? 
a t  thc sink capacitor. 

R3 

Figure I .  R C  trcc nctwork with diqcrcte clcnicnts 

Considcr an R C  trcc network with k rcsistors and k capacitors 
(Figure I ) .  Let C, be thc capacitancc of notlc k ancl R, the 
resistance of branch k. Lcl n(k) bc thc sct of notlcs on the 
path from the root to nodc k. Let R,, bc thc resistancc of the 
common scctions of the path from k to the root and the path 
from i to the root: R,, = C,,rn(k)i,n(,)Rn (For instancc in 
Figure 1 R4,5 = R ,  + R, ). The Elmorc dclay from thc root 
to sink i is a sum ovcr all scctions k in thc trcc: 

k 

Thc delay through a single rc\ictor i?  thc protltict of its rcG5t- 
ancc times all thc capacitancc that  i?  chargctl through it. Let 
L, be thc total capacitatiw load i n  the \til> 1 icc tootctl a t  k .  

Whcn two sub-trccs respcctively rootcd a t  n and m are joined 
by node k,  the ncw values for the wholc sub-trcc rootcd a t  k 
arc 

Tk = min {T,,, T,,,} 

Lk = L, + L,, 

P a )  

(?b) 

THE ALGORITHM 
The buffcr placcmcnt algorithm works by computing the tlc- 
lay using the recur . ; i \~  formulas above. Thc buffcr placcmcnt 
algnrithm computes all the different (To, Lo) pairs for possiblc 
assignment of buffcrs. We will call thcsc pairs options. 

Thc combinations of the options is done according to 
equations (3a) and (3b). An option is strictly worst if the load 
is larger and the rcquircd time is earlier. Because some of the 
options a r c  strictly IYOI-SC thcn othcrs, thcy need not be saved. 

Whcn thc load is rcprcscntcd as  a function of the requirctl 
timc, thc process can bc vicwcd as thc addition of two func- 
tion< (Figure 3). Obviously, thc number of stcps i n  the ncw 
function is not larger than the sum of thc numbcr of steps in 
both terms. We will show later that although the numbcr of 
possible buffer assignnicntc is 2n. whcrc B is thc numhcr of 
Icgal positions for buffcrs, the number of options a t  the root 
cannot cxccctl B + I .  

Di = RkLk L ( 1 )  6 1 L F ) l  '(I) 1) 
2 
1 

kEn( i )  

1 
0 

For distributed R C  lincc thc summation should bc rcplaccci 

we can simply rcplacc thc distributcd capacitancc by a lump T ( 1 )  T ( m )  T ( k )  

by integration over the length of thc linc. For uniform lines 
8 1 2 3 4 5 6  8 1 2 3 4 5 6  8 1 2 3 4 5 6  

capacitor in the mitldlc of thc linc (Figurc 2). 

Figurc 3. Atltlition of the loatls 

Thc algorithm consists of two phascs. During the first phase 
thc function "botton-up" computcs all options for each nodc 
in the trce. These options are storctl in a global data sti-ucturc 
for tlic sccond phasc. For thc options for thc root of the trcc. 
thc actual delay is calculatcd, using the output resistancc 
R,,,, of thc gate which produces thc signal: 
T,,l,,,, = To + LOR,,,, . The option with thc best T,,,,,, is cho- 
scn. The  sccond phasc traces back the computations nf thc 
first phasc that lctl to this option. Whilc it docs that, i t  places 
buffcrs. This ph:isc is similar to thc first phasc csccpl that 
now thc option5 arc rcconstructetl to tletctminc which buffcr 
plnccmcnt Icd to thc optimal solution. 

7M"I '=7 lvNyvw 
I_ - 7 _  - 

Figurc 2. A distributcd scction and its rcplaccrncnt circuit 

Using the Elmorc delay modcl, To can casily bc coniputcd 
recursively. A sub-trcc rootcd a t  k can bc tnodclcd by two 
numbers: the required time T, if the sub-trce woultl  be driven 
by a buffer of zcro impctlancc, and thc load of thc sub-trcc 
I>,. Whcn a piecc of wirc of length & is adtictl a t  thc root of 
the sub-tree, the ncw valucs can bc computctl by 
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1 func t ion  bottom-up(k); 
2 begin i f  i s l e a f ( k )  
3 then z: = {(IBk, Tk)) 
4 e l s e  

6 
7 
8 
9 

10 
11 
12 
1 3  
14 
15 
16 
17 
18 
19 
20 
21 
22 
2 '3 

24 
25 end; 
26 end; 

) begin (>'< compute op t ions  for s u b - t r e e s  
21 := bo t tom-up( l e f t (k ) ) ;  
22 := bottom-np(r ight(k)) ;  
(7'r j o i n  two s u b - t r e e s  *) 
z := 8 ;  
f o r  p E Z1 U 22 do 
begin i f  3Tq2Tp  t h e n  

begin L: = L  P +min(LqITq?Tp); 

end; 
Z: = Z U ((L, Tp)}; 

end; 
(" add wire de lay  of l eng th  ?(k)  *) 
for z E Z do 
begin T,: = T, - 1/2rcF2(k) - rC(k)L,; 

end; 
(" add b u f f e r  o p t i o n  ") 
T: = min,,z(T - Dbuf - RbufL,); 

r e t u r n  Z; 

L,: = L, + d ( k )  ; 

Z: z= Z U {(Cbuf, T)); 

'l'lic function "bottom-up" first chcck whcthcr node k is a lcaf 
nodc (linc 2). I f  not, the function is callcd rccursively to com- 
p o ~ ~  thc options for. thc right and left sub-trccs (line 6-7). Thc 
0 1 1 1  ions at-c combinctl by  adding thc loads of both sub-trees 
(linc 12) for cach tliffcrcnt rcquircd time (line IO-IS). Then 
foi. cach option thc R C  influcncc of wire scgnicnt k is is cal- 
cul:i(ctl (linc 17-20) An cxtra option is finally addcd for an 
option:il buffer a t  tlic root of thc sub-trcc (linc 22-24). In this 
implcmcntation the legal positions for thc huffcrs are directly 
:iflcr Ihc Imnching points of thc trcc. This is done to be able 
to unload the critical path as much as possible. 

'l'lic complcxity of thc algorithm is quadratic in the numbcr 
of  Icg;il positions for thc buffcrs and the number of leafs. 
(-'on.;itlci. thc thrcc Itinds of operations. Joining two sub-trccs 
gives :it most the sum of the options of the sub-trces. Adding 
:I wire to the root of :I sub-trcc adds no options. Adding an 
optionnl buffcr to a sub-trcc adds one option. Therefore thc 
r iu i i ibci .  of option.; a t  thc root of thc trcc will be B + I .  Since 
t1ici.c :ire some loops that iteratc through the options in thc 
pi.occdtirc thc complcxity is quadratic: O(B2 + N) , whcrc N 
is t h e  numhcr cif Icnfs in  the trcc. NoIicc that  the minimiza- 
lion i n  linc I2 docc not nccd a loop if thc options are storcd 
i n  o i ~ d c t ~ ~ l  by  time. 

M:iny tcchnologics ha\rc a limit on tlic fanout that  a gatc o r  
;I huffcr may tirivc. This limit is specificd as a capacitancc 
liinil. This limit is casily takcn into account by climinating the 
o p ~ i o n s  t h a t  violatc tlic fanout limit. 

111 :itltlition to tlic optimization of thc timing, thc numbcr of 
htiffcts tisctl can hc optiiiiizctl. This is done by using triples 
of nunihcrs rathcr than pairs for thc options. Each option has 
in  :itltlition to thc rcquircd tinic and thc load also a number 
for tlic cost of tlic solution. Whcn comparing options, an op- 
tion ixn only  bc t1isc:irtlctl if it is worsc in all tlirce respects. 
llnforltinalcly thic makcs the algorithm no longcr polynomial. 
I lowc\cr tlic cxpcrimcnts show tha t  tlic numbcr of options 
(1 i : i t  rcstilts from this cxtra ohjcctivc is small. 

Anothcr cxtcnsion of the algorithm allows for different kinds 
of buffcrs. Somc buffcts have a larger internal delay, or a 
latgcr input capacitance, but thcy have a smaller output 
impedance. A set of dilfcrcnt buffets can be used to gcnerate 
diffcrcnt ncw options foi a buffer position. 

RESULTS 
Tlic algorithm was iniplcmcntcd as a par t  of IBM's Logic 
Synthcsis System and it was coded in PL/I. The placement 
information was ohtaincd from a global placement tool. The 
placement tool partitions the chip in a rough grid of rectan- 
gular areas. 

Thc global routing was done by a stcincr tree heuristic, with- 
out  taking congcstion into account. Global routing and 
placcmcnt of tlic buffers arc done on a net by net basis since 
the database cannot store the wire topology. 

The topology of thc wires was unknown during the timing 
analysis of the tlcsign, but the placement of the gatcs and 
buffers was known. Thcrcfore a lowcr bound for the Elmore 
dclay mas uscd which docs not dcpcnd on ttic topology of thc 
wirc. The lower bound consists of two terms. 

The first tcrm is thc dclay rcsulting from the lump 
capacitance of thc wire. This capacitance is directly propor- 
tional to thc wirc Icngth. Thc  wirc Icngth is estimated as half 
thc pcrimct.cr of  the smallcst box containing all pins of thc 
wire. This, multiplicd by thc output impcdance of the gatc is 
the first tcrm of thc dclay. 

T o  take the resistance into account, thc RC-tlclay of an un- 
branchctl linc to cach sink is addcd. This is an optimistic (low) 
cstimatc of the dclay due to thc rcsistoncc in the wircs. Lct 
d, be tlic distance fi-om thc source to sink i then 

DicRRaLcLO + I /2rcCi 

A tcst example of scvcral thousand CMOS standard c c l l ~  with 
W I I C ~  or  up to approximately lcni long, filled with random 
logic \vas used for thc cupcrimcntr. 'Thc chip war partitioned 
in a grid of 6 x I O  rcctangular arcas. Using the above nicthod 
to compute tlic chip cyclc tinic, thc new algorithm produced 
a result that  was 6.8% bcttcr than thc i c s u l t  of a heuriytic 
that  did not use placcrncnt information. This numbcr is ex- 
pccted to grow with incrcasc of thc scalc of intcgratian. 

Thc following tahlc give.; a lis1 of pairs of primary inputs and 
and primary outputs of logic with thc worst dclay. Delays are 
cuptcsscd as  a pciccntRgc of tlic worst chip dclay. The tablc 
shows that thc impiovcnicnts arc consistcnt, and range from 
0.3°io to 1O.O'Y". Noticc that  thc worst pair remained the worst 
aftcr thc buffcr placcment. 
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WORST DELAY PIN PAIRS 

PRIMARY PRIMARY OLD NEW GAIN 
INPUT OUTPUT DELAY DELAY 

A0 A0 
A0 BO 
A0 CO 
A0 c4  
A0 c5 
BO DO 
A0 C 1  
A0 c2 
A0 c 3  
A0 C6 
A0 c7 
A0 EO 
BO FO 
A0 B4 
CO LO 
BO 65 
BO 66 
BO JI 1 
BO H2 
BO I O  
BO H3 
BO J O  
BO B5 
CO K 1  
CO KO 

100 .0  
9 7 . 1  
94 .5  
94.5 
94.5 
93.9 
93.7 
93.7 
93.7 
93.6 
93.6 
93.0 
9 2 . 1  
88.8 
87.8 
86.1 
85.5 
85.5 
85 .0  
85 .0  
84 .7  
84.2 
8 4 . 1  
83.7 
83.7 

93 .2  
9 0 . 3  
89.7 
89.4 
89.4 
89.8 
88.6 
88 .6  
88.6 
88.5 
88.5 
88 .4  
88 .0  
83.9 
75.8 
82.4 
81 .6  
8 1 . 8  
81 .3  
81 .3  
81.0 
8 3 . 1  
83.8 
73.7 
75.8 

6 . 8  
6 . 8  
4 .8  
4 .8  
4 . 8  
4 . 1  
5 . 1  
5 . 1  
5 . 1  
5 . 1  
5 . 1  
4 . 6  
4 . 1  
4.9 
2 . 0  
3 .7  
3 .9  
3 .7  
3 . 7  
3.7 
3.7 
1.1 
0 . 3  

1 0 . 0  
7 .9  

When also the cost of thc solution is inclutlcd in the opti- 
mization, the worst case complexity of the algorithm is no 
longer polynomial. Figure 4 shows however that the growth 
of the number of options with the,iiumbcr of sinks is limitcd. 
In practice the co.niplcxity of the algorithm sccnis to he limited 
by O(n2) 

l+ I I I I I I I I I  I I I l l  

Number of sinks 
1 2 4 10 20 40 

Figure 4. Growth of thc numbcr of options 

CONCLUSIONS 
We presented an algorithm that will placc buffcrq on an ex- 
isting wiring tree. The algorithm is not a hcuriytic. Within the 
Elmore dclay model and a finitc sct of lcgal buffcr poqitions 
it finds the optimal solution for a given trcc topology. The 
special propertie? of the Elmorc tlclay model allows the use 
of a hierarchical algorithm. 

The  complexity of thc algorithm is polynomial: O(B2 + N)  
whcre B is the numbcr of legal positions for thc buffers ancl 
N is the numbcr of Icafs in the trcc. 
Thc  algorithm takes thc RC cffccts due to long wires f a n o u t  
con’;traints into account. It can handle diffcrcnt kinds of 
biiffcrs and it can minimizc thc number of buffers. 
A possible futurc cxtcnsion of thc algorithm is to allow 
invcrtcrs as buffers. This would allow the signal and its in- 
vcrsc to be distributed on a single wire, thus reducing the 
wii-ing congcstion. This would rcquire an extra bit for each 
option to indicate the polarity of the signal. 
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