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#### Abstract

In an attempt to reduce the pipeline overhead, a new family of edge-triggered flip-flops has been developed. The flip-flops belong to a class of semidynamic and dynamic circuits that can interface to both static and dynamic circuits. The main features of the basic design are short latency, small clock load, small area, and a single-phase clock scheme. Furthermore, the flip-flop family has the capability of easily incorporating logic functions with a small delay penalty. This feature greatly reduces the pipeline overhead, since each flip-flop can be viewed as a special logic gate that serves as a synchronization element as well. The flip-flop family presented in this paper has played an integral role in meeting the cycle-time goal of the microprocessor reported in [1].
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## I. Introduction

THE continual push for higher clock rates and higher performance has led microprocessor designers in recent years to build superpipelined machines with multiple functional units that can execute operations concurrently. High clock rates in these machines are often achieved with fine granularity pipelining, for which there are relatively few levels of logic per pipeline stage. One direct consequence of this design trend is that the pipeline overhead is becoming more significant. This pipeline overhead is primarily due to the latency of the flip-flop or latch used and the clock skew of the system. While the clock skew varies and in some cases can be used constructively (e.g., routing the clock in the same direction of the data), the latency of the flip-flops cannot be hidden. As an example, assuming that a flipflop latency is three gate delays and that the clock cycle in a state-of-the-art, high-speed microprocessor is 20 gate delays, the flip-flop overhead amounts to $15 \%$ of the cycle time. This is a substantial penalty that degrades the overall performance of the system, since no useful logic operation is performed on the data when it is being latched. Another consequence of the aforementioned trend is that the number of flip-flops in the system has increased dramatically. From a few thousand flip-flops in early designs, several tens of thousands of flip-flops is not an uncommon number in current designs. Clearly, an efficient flip-flop design, where the tradeoffs among
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Fig. 1. Single-phase pulsed flip-flop: (a) concept and (b) possible implementation.
speed, area, and power are well balanced, is of fundamental importance.

In an attempt to reduce the pipeline overhead, a new family of edge-triggered flip-flops has been developed. The flip-flops belong to a class of semidynamic and dynamic circuits that can interface to both static and dynamic logic [2]. The term semidynamic is used here to denote circuits that internally have a precharge and evaluation phase, similar to dynamic gates. The main features of the basic design are short latency, small clock load, small area, and a single-phase clock scheme. Furthermore, this flip-flop family has the capability of easily incorporating logic functions with a small delay penalty. This feature greatly reduces the pipeline overhead, since each flipflop can be viewed as a special logic gate that serves as a synchronization element as well. Taken together, these features make the flip-flop family presented in this paper well suited for high-performance microprocessor design.

## II. A Single-Phase Pulsed Flip-Flop

One of the primary requirements of a flip-flop for highspeed digital design, besides short latency, is to have a simple and robust clocking scheme. A family of static and dynamic latches with such characteristics is true single-phase clocking (TSPC) [3], [4]. TSPC latches can be combined in several different ways to implement edge-triggered flip-flops. While their single clock phase is advantageous, a drawback of TSPC flip-flops is long latency. A way to reduce latency is to clock a single transparent latch with a very narrow pulse, as illustrated in Fig. 1 (see [6]). Notice that in this implementation, only one device needs to be pulsed. For a sufficiently narrow pulse


Fig. 2. Operation of a pulsed flip-flop: (a) precharge-III, (b) evaluation-I, and (c) evaluation-II.
width $T_{\mathrm{ON}}$, the latch behaves as an edge-triggered flip-flop. The operation of the new structure is illustrated in Fig. 2. When clock $C K$ is low, the flip-flop is in the precharge phase. Node $X$ is precharged to the level of the power supply, and node $Q$ holds its previous value [see Fig. 2(a)]. On the rising edge of the clock, the flip-flop enters the evaluation phase. Here, two periods are distinguished. In the first period, the pulse is active and the circuit is in the sampling (or transparent) mode. The value of output $Q$ is determined by the value of input $D$ [see Fig. 2(b)]. Once internal node $X$ is discharged, due to its precharge nature, it will stay low until the next clock cycle. In the second period, the pulse is inactive. The sampling of $D$ is disabled, so $X$ and $Q$ will retain the values they acquired during the sampling period [see Fig. 2(c)]. Notice that any subsequent change at $D$ after the sampling period will have no effect on $Q$.

If the pulse in Fig. 1(a) were to be generated externally, using a pulse generator [5], [6], the circuit would suffer from charge sharing. A way to prevent this is to generate the pulse locally, as depicted in Fig. 1(b) [12]. Besides avoiding charge sharing, this local pulse generation allows better control of the pulse width, so that a very narrow effective pulse can be produced. A narrow pulse is advantageous because it can reduce potential race-through problems and also improve the noise sensitivity of the circuit. On the other hand, the external generation and distribution of a narrow pulse is very hard in practice. The costs for the local generation are a slight speed penalty, due to the presence of one extra series device, and a small area penalty.

## III. A SEmidynamic Flip-Flop

While the structure of Fig. 1(b) is faster than TSPC, it still shares some of its shortcomings. First, internal node $X$ is truly dynamic, i.e., it is not actively driven by any device during most of the evaluation phase. Second, output $Q$ is in high impedance when the clock signal $C K$ is low. Both these factors reduce noise immunity, making the design more sensitive to noise induced by the input, output, power supply, and substrate. Third, the timing of the sampling window is critical: a short $T_{\mathrm{ON}}$ delay could lead to metastability or functional failure because the sampling window is too short to correctly evaluate the input. A long $T_{\mathrm{ON}}$ delay, on


Fig. 3. Semidynamic edge-triggered flip-flop.
the contrary, may be detrimental to the performance of the circuit since the hold time-determined by the length of the sampling window-would be increased. To provide a more robust design, the following enhancements were introduced to the structure of Fig. 1(b): 1) back-to-back inverters were added to avoid dynamic nodes, 2) node $Q$ was buffered to isolate it from the output, and 3) a conditional shutoff circuit was implemented in the pulse generation by replacing the last inverter with a NAND gate (this feature is discussed later). A positive triggered version of the resulting circuit is shown in Fig. 3. The structure has been denoted a semidynamic flipflop (SDFF) because of its combination of dynamic and static circuits. In the embodiment shown in Fig. 3, the flip-flop samples input $D$ and produces output $Q B$, which is the logic complement of $D$. A detailed description of the operation of SDFF follows.

On the falling edge of clock $C K$, the flip-flop enters the precharge phase. Node $X$ is precharged high, cutting off node $Q$ from the input stage. The static latch INV5-6 holds the previous logic level of $Q$ and $Q B$. Since $C K D$ is also low during precharge, node $S$ remains high, holding transistor $N 1$ on. The evaluation phase begins with the rising edge of clock $C K$. If input $D$ is low-the flip-flop is latching a zero-node $X$ will remain high, held by the INV3-4 latch. Node $Q$ either will remain low or will be discharged through transistors N4-5, driving $Q B$ high. Three gate delays after $C K$ rises, node $S$ is driven low, turning transistor $N 1$ off. This shutoff operation prevents a subsequent low-to-high transition of $D$ from discharging node $X$, thus providing the flip-flop its edge-triggered nature.

If input $D$ were high prior to evaluation-the flip-flop is latching a one-node $X$ would be discharged through the pulldown path N1-3. The static latch INV3-4 would hold the value of $X$ even if input $D$ were subsequently driven low. The falling transition of $X$ would turn transistor $P 2$ on, driving $Q$ high and output $Q B$ low. This would also force node $S$ to stay high, preventing the shutoff of transistor $N 1$, which is unnecessary after node $X$ has been discharged.

Notice that by using a NAND gate coupled to node $X$ and $C K D$, the shutoff of the pulldown path is conditioned to the state of input $D$. If $D$ were high prior to evaluation, signal $C K D$ would be blocked and no shutoff would be performed. By strongly skewing inverters INV1-2 and the NAND gate, this modification allows the reduction of the sampling window by about one inverter delay at the expense of a small speed penalty for increased loading on node $X$. This feature yields a shorter hold time and better input-


Fig. 4. SPICE waveforms for SDFF. Waveforms when latching (a) a " 1 " and (b) a " 0 ." Waveforms for (c) conditional shutoff versus (d) unconditional shutoff.
noise rejection. Furthermore, the conditional shutoff makes the circuit less sensitive to variations of the sampling window that are due to manufacturing-process variations or to unaccounted layout parasitics.

Fig. 4(a) shows SPICE waveforms for the flip-flop of Fig. 3. Results were obtained in a $0.25-\mu \mathrm{m}$ technology at 1.6 V , $105^{\circ} \mathrm{C}$, and typical process. The latency of the flip-flop at zero setup time is 188 ps for the low-to-high input transition and 185 ps for the high-to-low input transition. Notice that the setup time is zero, and it even can be slightly negative. The worst case hold time is 130 ps.

To illustrate the operation of the conditional shutoff in SDFF (Fig. 3), a simulation was performed in which the delay between $C K$ and $C K D$ (INV1-2) was forced to change from 100 to 10 ps in intervals of 10 ps . This is equivalent to reducing the sampling window $\left(T_{\mathrm{ON}}\right)$. The same simulation was performed on an SDFF where the NAND gate was replaced with an equivalent inverter. Simulation results are shown in Fig. 4(b). Notice that the conditional shutoff [Fig. 4(c)] yields clean signal transitions and correct operation even when the $C K-C K D$ delay is forced to 10 ps . The unconditional shutoff circuit, on the other hand, shows a noticeable signal degradation as the window gets shorter, eventually producing a complete failure [Fig. 4(d)]. This result shows that compared


Fig. 5. SDFF with embedded $(A+B)(C+D)+(E+F)(G+H)$ function.
to unconditional shutoff, conditional shutoff is less sensitive to variations of the sampling window, and therefore more robust; or that a shorter sampling window can be achieved with this scheme.

## IV. Embedding Logic Functions

While the idea of incorporating logic functions into latches is not new [7], [8], the challenge has been to develop latch structures that can do it efficiently, in terms of both speed and area. One distinctive advantage of SDFF is that complex logic functions can be added easily. Indeed, most logic functions available in domino logic, such as wide OR functions, multiplexors, and complex gates, can also be implemented into SDFF. For the positive triggered circuit of Fig. 3, a logic gate can be built in the dynamic stage using NMOS transistors only. For an $N$-input function, $N$ transistors are needed. Consequently, compact area and fast operation can be achieved if the flip-flop is converted into a gate-flip-flop structure. In particular, scan functionality can be added to the basic design with almost no degradation of performance. As an example, Fig. 5 shows an SDFF with embedded $(A+B)(C+D)+$ $(E+F)(G+H)$ logic. Such a complex function is possible because it is built into the precharged stage of the circuit. While latency is increased, the merger allows the elimination of one or more levels of logic from the path leading to the flip-flop. The result is a reduction in the overall latency of the circuit. Another useful logic function to embed in this flip-flop is a wide AND/OR gate. When used as a multiplexor, this gate provides the additional advantage that select exclusivity is not required.

An extensive library of SDFF cells with different builtin functionality has been developed for the microprocessor reported in [1]. This has allowed designers to optimize logic by merging gates and flip-flops, as well as timing optimization by removing one or more gates from critical paths.

## V. Dynamic Flip-Flops

The flip-flops introduced in the previous sections are intended to interface with static logic. In this section, equivalent circuits are introduced that interface with dynamic logic.

Fig. 6 shows the implementation of a single-rail dynamic flip-flop (DFF) with embedded $(A+B+C+D)$ logic. The circuit operates in a way similar to SDFF (see Fig. 3) except that output $Q$ is reset during precharge. This is required by the monotonic nature of dynamic logic. In this way, the flip-flop can directly drive dynamic gates without the penalty associated


Fig. 6. Single-rail dynamic flip-flop with embedded $(A+B+C+D)$ function.


Fig. 7. Dual-rail dynamic flip-flop.
with delayed clocking [9]. This implementation yields a very fast and simple circuit. Notice that unconditional shutoff has been used to provide minimal device count and minimum loading on node $X$.

When true and complement signals are needed, a dual-rail dynamic flip-flop is required. A dual-rail converter has been reported in [10], and a dual-rail flip-flop in [12]. The new circuit schematic is shown in Fig. 7. This is similar to the edgetriggered latch reported in [13], except that the outputs are precharged. The flip-flop samples input data $D$ and produces dual-rail outputs $Q$ and $Q B$. Both outputs are monotonic, so the flip-flop can drive dynamic logic directly. Notice that the inversion needed to produce the complementary output $Q B$ is done by inverting input $D$ (INV1). This adds one inverter delay to the latency of $Q B$.

The circuit operates as follows. On the falling edge of clock $C K$, the flip-flop enters the precharge phase. Nodes $X$ and $Y$ are precharged high, while outputs $Q$ and $Q B$ are predischarged low; transistors $N 6, N 7, P 2$, and $P 3$ are all off, while transistors $N 1$ and $N 3$, the shutoff devices, are both on. On the rising edge of the clock, the flip-flop enters the evaluation phase. If input $D$ is high, node $X$ will be discharged, causing output $Q$ to go high, transistor $N 3$ to shut off, and P3 to turn on. Node $Y$ will remain high, held by transistor P3, which operates as a keeper, forcing output $Q B$ to remain low. If $D$ goes from high to low while $C K$ is still high, transistor $N 6$ will hold node $X$ at ground. The shutoff transistor $N 3$, which is off, will prevent node $Y$ from discharging. If input $D$ is low, node $Y$ will be discharged, causing output $Q B$ to go high and $Q$ to remain low. The purpose of inverters INV2-3 and INV4-5 is to reduce the load on the critical nodes $X$ and $Y$. This minimizes the flip-flop latency at the expense of a larger hold time.

Similarly to SDFF and single-rail DFF, the dual-rail DFF can also incorporate logic functions. Due to the complementary nature of the circuit, in general, $2 N$ devices are needed to


Fig. 8. Dual-rail DFF with embedded logic and common shutoff.

TABLE I
Speed Comparison of SDFF Versus Other Designs

|  | TSPC | HLFF | SDFF | SFF |
| :---: | :---: | :---: | :---: | :---: |
| Latency | 304 ps | 194 ps | 188 ps | 300 ps |
| Speedup | 0.99 | 1.55 | 1.6 | 1.0 |

implement a function with $N$ inputs. In some cases, the device count can be reduced by sharing transistors. In cases where the embedded logic is too complex, for certain input combinations there exists a risk that charge stored in intermediate nodes of the logic network may affect dynamic nodes $X$ or $Y$ after one or the other has evaluated (back charge sharing). This is possible because one of the complementary paths in the flip-flop is always left open. A way to prevent this is to unconditionally shut off both paths, as shown in Fig. 8, after either $Q$ or $Q B$ has evaluated.

## VI. Performance Analysis

To evaluate the performance of SDFF, other designs were simulated under similar conditions. The following flip-flops were compared.

- SDFF (Fig. 3).
- TSPC [Fig. 1(a)]; to make a fair comparison, back-toback inverters were added to internal dynamic nodes and the output was buffered.
- SFF, which is a conventional master-slave flip-flop built with transmission gates similar to the one used in [11], but with weak feedback inverters instead of clocked feedback. This is used as a baseline for comparison.
- HLFF, which is a hybrid structure reported in [12].

The results are summarized in Table I. Notice that SDFF is the fastest. This is because despite the fact that SDFF has three stages, the first stage is dynamic and the second stage is heavily skewed. Thus, these two stages are very fast compared to static logic. In terms of power, SDFF dissipates about 0.33 mW at 600 MHz . In addition to its shorter latency, SDFF is about half the size of SFF, presents about half the clock load, and requires only a single clock phase. In a study reported in [14] and [15], a set of 11 representative latches and flip-flops used in high-performance and low-power microprocessors was analyzed. SDFF was ranked first in terms of speed and third in power-delay product.

Table II shows the latency of SDFF with embedded logic for different logic functions versus the speed of a discrete

TABLE II
Speed Comparison of SDFF with Embedded Logic Versus Discrete Logic

|  | D | $\mathrm{A} . \mathrm{B}$ | $\mathrm{A}+\mathrm{B}$ | $\mathrm{AB}+\mathrm{CD}$ |
| :---: | :---: | :---: | :---: | :---: |
| Embedded | 188 ps | 208 ps | 196 ps | 228 ps |
| Discrete | 188 ps | 280 ps | 286 ps | 348 ps |
| Speedup | 1.0 | 1.35 | 1.46 | 1.53 |

combination of static logic and SDFF. This table shows that the speed penalty of adding a two-input OR function $(A+B)$ is less than 10 ps , two-input AND $(A B)$ is about 20 ps , and function $A B+C D$ is about 40 ps . This saves on the average about 100 ps compared to the discrete case. Notice also how SDFF with $A B+C D$ logic is still faster than the conventional SFF.

## VII. Conclusion

This paper describes a new family of semidynamic and dynamic edge-triggered flip-flops, which are well suited for high-performance microprocessor design. They provide short latency and a good interface to static and dynamic logic, and can easily incorporate complex logic functions with a small delay penalty. These features contribute to reducing the pipeline overhead of the processor by allowing the elimination of one or more gate delays from a path leading to the flipflop. These flip-flops have played an integral role in meeting cycle-time goals in [1].
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