In this paper we present two novel buffer schemes for systems-on-chip applications that have an interconnection network. The proposed schemes are based on a DAMQ self-compacting buffer. These schemes outperform existing approaches. In addition the schemes have similar performance using only half of the buffer size used in other implementations. One of our schemes (DAMQmin) provides an excellent technique to optimize buffer management providing a good throughput when the network has large load.
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1. INTRODUCTION

As VLSI technology allows greater integration, system-on-chip (SoC) designs are being investigated in greater depth. By the end of this decade SoCs will have up to four billion transistors [1]. SoCs are anticipated to have a number of components (or modules) that will interact to compute a solution. These components will need to communicate to pass data and/or control information. Having dedicated connections between any given module could be extremely complex as the number of modules increases. A viable alternative could be to use an interconnection network within the chip.

Using an interconnection network on chip needs be restricted in terms of area due to the constraints of being in a single chip. Thus, it is extremely important to use schemes that require less hardware resources and provide a good performance. In this paper we present two schemes that are based on a dynamically allocated multiple queue (DAMQ) buffer. The schemes provide similar performance as other statically allocated multiple-queue buffers using less hardware and, therefore, requiring less hardware.

This paper has been organized as follows. In Section II, the proposed DAMQ buffer schemes are described in detail. Performance evaluation and comparison results are reported in Section III. Some concluding remarks are included in Section IV.

2. NOVEL BUFFER SCHEMES

In this section we give a brief review of existing DAMQ buffer schemes then describe our two novel buffer schemes. These new schemes are DAMQ buffers with reserved space for all virtual channels (DAMQall) and DAMQ buffers with minimum reserved space for virtual channels (DAMQmin).

2.1. Existing DAMQ buffer schemes

1) Linked list buffer scheme. In order to let multiple queues of packets share a DAMQ buffer, linked lists can be used to implement the buffer scheme [2,3]. The basic idea of this approach is to maintain (k+1) linked lists in each buffer: one list of packets for each one of the (k-1) output ports, one list of packets for the end node interface and one list of free buffer blocks. Corresponding to each linked list there is a head register and a tail register. The head register points to the first block in the queue and the tail register points to the last block. In each output queue, next block information also must be stored in each buffer block to maintain the FIFO ordering.

2) Self-compacting buffer scheme. To reduce hardware complexity of the linked list scheme, an efficient DAMQ buffer design self-compacting buffer was brought by [4]. The idea for this buffer scheme is to divide the buffer dynamically into regions with every region containing the data associated with a single output channel. If two channels are denoted as i, j with i≤j, then the addresses of buffer regions for the two channels A_i, A_j will be A_i,A_i, There is no reserved space dedicated for any channel. Data is stored in a FIFO manner within the region for each channel. When an insertion of the packet requires space in the middle of the buffer, the required space will be created by moving down all the data which reside below the insertion.
Similarly, when a reading operation conducted from the top of a region, data removed from the buffer may result in empty space in the middle of the buffer, then the data below the read address is shifted up to fill the empty space.

2.2. DAMQ with reserved space for all virtual channels

DAMQ dynamically allocate buffer blocks according to the packet received. Compared with statically allocated buffer scheme, the advantage of DAMQ is its efficient use of buffer space by applying free space to any incoming packet regardless its destination output port. Since there is no reserved space dedicated to each output channel, the packets destined to one specific output port may occupy the whole buffer space thus the packets destined to other output ports have no chance to get into the buffer. This is the case especially for small and compact routers with limited buffer space where wormhole switching technique and virtual channel mechanism are used. When several virtual channels multiplexed across the physical channel and share a buffer, the virtual channels which have packets accepted in the buffer prior to other virtual channels may hold the whole buffer space when the output port to next hop it destines to is busy. In order to overcome this shortcoming of DAMQ buffer schemes, we implement a new buffer organization scheme, DAMQ with reserved space for all virtual channels (DAMQ_all).

DAMQ_all is based on Self-compacting buffer (SCB) scheme. It inherits most features of the SCB, the virtual channels of one direction of a physical channel share a buffer. The new feature added is that there is reserved space dedicated for each virtual channel, therefore at any time there is free space for the packets of “late” virtual channels which has not received packet and one virtual channel can never consume the whole buffer. As shown in Fig 1, two buffer slots are reserved for each virtual channel before the buffer accepts any incoming flit.

The reserved spaces for each virtual channel are arranged sequentially according to the sequence numbers of the virtual channels. One register is used to point to the head of each reserved space, i.e. the head of the buffer region for each virtual channel. If two channels are denoted as $V_i, V_j$ with $i + 1 = j$, then the reserved region for $V_j$ will be placed right after the reserved region for $V_i$. The size of reserved space for each virtual channel can be adjusted, we choose two flits because in our simulation experiments, two reserved flits scheme yields satisfactory performance while keeps more free space for sharing. When there is an incoming flit to the buffer, the DAMQ_all operates as follows:

```plaintext
if (first flit for current VC){
    put it into buffer;
    increment counters;
}
else if (current VC doesn’t fill reserved space for it) or (there is free slot left in buffer){
    if (last flit of current VC is next to first slot of next VC buffer space) {
        shift down all the flits and reserved space of the lower virtual channels one slot;
        increment head pointer for lower VCs;
        put flit into buffer;
        increment counters;
    }
    put flit into buffer;
    increment counters;
}
```

When a flit is leaving the buffer, the DAMQ_all operates as follows:

```plaintext
if (last flit in current VC){
    write flit to output port;
    decrement counters;
}
else{
    write flit to output port;
    decrement counters;
    shift up remaining flits of current VC;
    if (number of remaining flits of current VC >= reserved space number) {
        shift up all the flits and reserved space of following VC one slot;
        decrement head pointer for following VC;
    }
}
```

[Fig. 1. DAMQ_all Buffer space at the initial state.]
As shown in Fig 2, the reserved space for each virtual channel is always kept if there is no flit or only one flit in the buffer region for a specific virtual channel.

When the buffer performs shift up or shift down operations, the reserved spaces are treated same as the slots which are holding flits. Thus the order of the buffer space for virtual channels is kept conforming to the sequence of virtual channels. And once the number of current flits in buffer plus the number of reserved slots equals to the total amount of buffer slots, no more flit will be accepted unless this flit belongs to a virtual channel which has any reserved space available. Therefore, one or more virtual channels which have the flits come into the buffer at earlier time can never deprive the chance for other virtual channels which get flits later than them to get buffer. Moreover, once the earlier coming packets are blocked in the buffer, since there is still reserved space for other virtual channels, the network traffic will keep flowing, so the performance of the switch is also enhanced. This is the key improvement of DAMQ all scheme over SCB scheme.

2.3. DAMQ with minimum reserved space for virtual channels

DAMQ all improved SCB by reserving buffer space for each virtual channel to avoid the situation that a few virtual channels consume the whole buffer then other virtual channels can not get buffer even when those virtual channels which get buffer are blocked. In the simulation experiments, we found that DAMQ all is not the most efficient way to reserve space for virtual channels. In a specific time interval, there may be no packets destined for some virtual channels. Even worse situation is that there may be no packets destined for some virtual channels for a very long time. In either case, the reserved spaces for these idle virtual channels are wasted. In order to reserve the buffer space more efficiently and provide more space for flowing traffic, we implement another buffer organization scheme, DAMQ with minimum reserved space for all virtual channels (DAMQ min). DAMQ min is also based on SCB scheme and the virtual channels of one direction of a physical channel still share a buffer. And based on the simulation results, we still set the number of reserved buffer space to two slots. The difference to DAMQ all is that at any time there is at most one reserved space for all the virtual channels. And if every virtual channel have flit present in the buffer, no reserved space will be kept in the buffer anymore. Thus DAMQ min use minimum space for reserve purpose. As shown in Fig 3, two buffer slots are reserved for the virtual channel which may firstly claim for buffer.

When there is an incoming flit to the buffer, the DAMQ min operates as follows:

\[
\text{if (first flit for current VC) and (there is a reserved space)} \{ \\
\text{put it into buffer;} \\
\text{increment counters;} \\
\text{set head pointer for current VC;} \\
\text{if (have enough free space in buffer) and (not every VC are present)} \\
\text{set the reserved space pointer to the slot next to current VC reserved space;} \\
\}
\]

else if
\[
\text{(current VC doesn’t fill reserved space for it) or (there is free slot left in buffer)} \{ \\
\text{if (last flit of current VC is next to first slot of next VC buffer space) } \\
\text{shift down all the flits and reserved space of the lower virtual channels one slot;} \\
\text{increment head pointers for lower VC s;} \\
\text{put flit into buffer;} \\
\text{increment counters;} \\
\text{return;} \\
\}
\]

When a flit is leaving the buffer, the DAMQ min operates as follows:
2.4. Once a virtual channel has one flit come into the buffer, it will occupy two buffer slots which were reserved space before it comes in, thus there is actually still one slot reserved for it. As shown in Fig 4, this virtual channel will hold at least these two buffer slots unless it has no flit left in the buffer any more. Once every flits of a virtual channel moves out the buffer, the header pointer of this virtual channel will be reset to empty and there are no more buffer slots belong to it. Another two slots reserved buffer region may be created if possible. Reserved space is always placed right after the buffer region of virtual channel which is the latest one to have flit into the buffer. When the buffer performs shift up or shift down operations, all reserved slots are treated same as the slots which are holding flits.

![Diagram](image)

By dynamically creating reserved space for virtual channels, DAMQ$_{\min}$ presents a very efficient way to use buffer space, there is always minimum buffer space used for reserve purpose, so there are more free space available for flowing traffic.

3. PERFORMANCE EVALUATION

In this section, we describe the results of simulation experiments carried out to evaluate the performance of the proposed buffer organization schemes. Firstly we describe our methodology and configuration of simulation environment. Then we examine the performance of DAMQ$_{all}$ and DAMQ$_{\min}$ in greater detail.

3.1. Simulation experiments

We have carried out our simulations using flexsim1.2 [6] which is a simulator for flit-level simulation of torus/mesh networks. The architecture we simulate is a 4-ary 2-cube message exchanging system with wrapped around channels as shown in Fig 5.

![Diagram](image)

Fig. 5. The base system for our simulation

Each switch is attached to one end-node which has one injection channel to the switch and one input channel to receive message from network. Physical channels are bidirectional duplex channel. Network traffic is uniformly distributed. Every end node generates packets with randomly determined destination and injects them into the network. Other pertinent simulation configuration parameters are listed as follows:

- Routing flit delay is set to 1 cycle.
- Data flit delay is set to 1 cycle.
- Buffers at local end nodes are infinite.
- Packets size is set to 32 flits.
- Switching technique used is wormhole.
- Routing protocol used is E-cube.

In our experiments, we vary the applied load, buffer size and virtual link number; study their impact on throughput and message latency. Since messages are divided to flits when transmitting, to increase message length has the similar effect on increasing traffic load as to shorten the average injection period for each node.
We set the message length at 32 flits and make the network into saturation state by shortening injection period for each node. Traffic load rate is derived by formula: \((\text{load rate}) \times (\text{number of channels}) = (\text{number of nodes}) \times (\text{message length} / \text{average injection period}) \times (\text{average routing distance})\). [6] The throughput is defined as the number of flits received per node per cycle. The message latency is measured as the average time span for every packet between the moment it generated and the reception of the whole packet at destination.

3.2. Effect of number of virtual channels and buffer size

To increase the number of virtual channels multiplexing a physical channel can improve switch performance, but too many virtual channels will not only incur expensive hardware expense but also increase the message delay. In our simulation experiments, we set virtual channel number of one direction of a physical channel to 4 and 8, thus the advantages brought by virtual channel will not be overshadowed by its shortcoming. We evaluate the performance of the switch in terms of the throughput and the message latency which are two most important performance metrics. We compare our buffer scheme \(\text{DAMQ}\_\text{all}\) and \(\text{DAMQ}\_\text{min}\) to the traditional statically allocated buffer scheme (SAMQ) used for virtual channels which is reported in [5].

1) Simulation results on four virtual channels: In this part we present the simulation results obtained when 4 virtual channels are multiplexing a physical channel. We examine the performance for three different size buffers on SAMQ and two different size buffers on \(\text{DAMQ}\_\text{all}\) and \(\text{DAMQ}\_\text{min}\). The throughput and message latency are shown in Tables 1 and 2, respectively. It is well known that there is no significant difference for different buffer scheme while the network is not saturated. In our simulation experiments, we keep increasing the traffic load so that we can compare the performance of different buffer schemes when the network is in saturation status. As shown in Fig 6, along with the network saturation process, our \(\text{DAMQ}\_\text{all}\) and \(\text{DAMQ}\_\text{min}\) have higher throughputs than SAMQ if they all use same size buffer. \(\text{DAMQ}\_\text{all}\) achieves approximate the same maximum throughput as SAMQ. However it only uses half of the buffer space used by SAMQ. \(\text{DAMQ}\_\text{min}\) gets even higher maximum throughput than \(\text{DAMQ}\_\text{all}\), because the former saves more buffer slots ready to be used than the latter. Furthermore, at the same maximum throughput level, both \(\text{DAMQ}\_\text{all}\) and \(\text{DAMQ}\_\text{min}\) have less latency than SAMQ as shown in Fig 7.

### Table I

<table>
<thead>
<tr>
<th>Buffer Type</th>
<th>Throughput Versus Applied Traffic Load Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BS per VC</td>
</tr>
<tr>
<td>SAMQ</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>16</td>
</tr>
<tr>
<td>DAMQ</td>
<td>4</td>
</tr>
<tr>
<td>all</td>
<td>8</td>
</tr>
<tr>
<td>DAMQ</td>
<td>4</td>
</tr>
<tr>
<td>min</td>
<td>8</td>
</tr>
</tbody>
</table>

![Fig. 6. Comparison on throughput between 4/ 8 flit-buffer \(\text{DAMQ}\_\text{all} / \text{DAMQ}\_\text{min}\) and 4/ 8/ 16 flit-buffer SAMQ](image)

### Table II

<table>
<thead>
<tr>
<th>Buffer Type</th>
<th>Message Latency Versus Applied Traffic Load Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BS per VC</td>
</tr>
<tr>
<td>SAMQ</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>16</td>
</tr>
<tr>
<td>DAMQ</td>
<td>4</td>
</tr>
<tr>
<td>all</td>
<td>8</td>
</tr>
<tr>
<td>DAMQ</td>
<td>4</td>
</tr>
<tr>
<td>min</td>
<td>8</td>
</tr>
</tbody>
</table>
2) Simulation results on eight virtual channels:

We present the simulation results obtained when 8 virtual channels are multiplexing a physical channel in this section. Because more virtual channels are used, the throughput and latency are higher than 4 virtual channels situation when the network is saturated. The throughput and message latency are shown in Table 1 and Table 2 respectively. DAMQ, all and DAMQ, min again get better performance over SAMQ. As shown in Fig 8, with only half size buffer, DAMQ, min even get higher maximum throughput than SAMQ and DAMQ, all get same throughput as SAMQ. The reason is when there are more virtual channels involved, DAMQ, min and DAMQ, min can have more free buffer space to use and DAMQ, min make the most efficient usage on the buffer. Also as shown in Fig 9, there is no unwanted message latency introduced for DAMQ, all and DAMQ, min, they have approximate same latency as SAMQ that are using double size buffer.
4. **CONCLUDING REMARKS**

In this paper we have presented two novel buffer schemes based on a DAMQ self-compacting buffer. These schemes outperform existing approaches. In addition the proposed schemes have similar performance using only half of the buffer size used in SAMQ. DAMQmin provides an excellent scheme to optimize buffer management providing a good throughput when the network has a larger load. Implementing the proposed schemes in hardware would require minor modifications to early implementations of the self-compacting buffer [7].
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