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Abstract

This paper describes a novel VLSI CMOS imple-
mentation of a self-compacting buffer (SCB) for the
dynamically allocated multi-queue (DAMQ) switch
architecture. The SCB scheme dynamically allo-
cates data regions within the input buffer for each
output channel. The proposed scheme provides a
high-performance solution to buffered communication
switches that are required in interconnection net-
works. This performance comes from the DAMQ ap-
proach as well as the Associative Channel Pointer
implementation and novel circuitry. The major com-
ponents of the SCB are described in detail in this
paper. The system has the capability of performing a
read, a write, or a simultaneous read/write operation
per cycle.

1 Introduction

An n by m buffered switch is a critical component in
many interconnection networks. The performance of
these networks is closely related to the architecture
of the buffered switch. This paper describes a VLSI
design and implementation of a switch architecture
that uses a self-compacting buffer [1].

A router is composed of input controllers, a
(n by n) switch, and output controllers. The input
controller receives incoming packets and determines
the appropriate output channel number according to
a routing algorithm. The (n by n) switch delivers
the packets from n input controllers to the n output
controllers and the output controller sends the packet
to the neighboring node. The input controller has
three major functions. First, the input controller is
responsible for receiving the packet and distributing
the header part of the packet to the routing algorithm
handler and to the packet flow controller. Second,
it determines the output channel number based on
the header information which is received from the
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input controller [4, 5]. This task is carried out by the
routing algorithm handler. Third, it allocates and
manages the buffer space for incoming and outgoing
packets [6]. This function is performed by the packet
flow controller.

Tamir and Frazier [2] developed a scheme
to dynamically allocate buffer space using a dy-
namically allocated multi-queue (DAMQ). Space
allocated for each buffer changes dynamically to
fulfill the buffer space demands at a particular time.
This is achieved using a linked list. It has been
reported that the DAMQ switch achieves the best
performance among switches of this type [1, 2, 3].
The self-compacting buffer implements the DAMQ
using a small amount of hardware and taking
advantage of VLSI technology.

2 Self-Compacting Buffer

The self-compacting buffer (SCB) architecture has
been organized to implement the DAMQ scheme for
buffer management. The SCB consists of a data
buffer, buffer/pointer controller and channel point-
ers. Figure 1 shows the SCB organization.

The function of the SCB is to store incoming
packets from the input port and transfer outgoing
packets to the switching network. An output chan-
nel number, received from the routing algorithm de-
coder, points to an address in the buffer where data
is stored. The channel pointer determines the buffer
address for that channel number and accordingly up-
dates the pending actions (read or write). The F
(first) and E (empty) section of the channel point-
ers determines which row is the top/bottom of a the
particular channel block. The Channel pointers pass
information in the form of read/write to the data
buffer and shift up/down to the buffer/pointer con-
troller. The actual shift signals are generated here
which control data movement in the data buffer and
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Figure 1: Self-compacting buffer organization

the channel pointers.

The self-compacting buffer is divided dynamically
into regions with every region containing the data
associated with a single output channel. This
scheme supports the dynamically allocated multi-
queue (DAMQ) buffer management method intro-
duced by Tamir and Frazier [2]. The self-compacting
buffer scheme has the following properties:
Property 1. If two channels are denoted as i, k with
i < k, then the dynamically allocated region for chan-
nel i and k always resides in a space with addresses
A; and Ay respectively where A; < Aj.

Property 2. Within the space for each channel, the
data are stored in a FIFO manner.

Property 3. For every output channel 7, there is a
number §;, denoting the number of entries present in
the region reserved for that output channel.

The set of properties of the buffer suggests
that when an insertion/deletion in the buffer occurs
via a write/read operation, there should be a mecha-
nism to access arbitrarily the region associated with
a channel. In particular, if the insertion of the packet
requires space somewhere in the middle of the buffer,
the required space must be created by moving all
the data which reside below the insertion address.
Furthermore, a reading from the top of the region
for output channel data may create empty spaces in
the middle of the buffer. The data below the read
address is shifted up to fill the empty spaces. The
buffer space is maintained under the self-compacting
buffer scheme.

3 Buffer Implementation

This section describes the VLSI implementation of
the buffer architecture. The requirements and cir-
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Figure 2: Buffer cell

cuitry of the buffer is described in detail here.

For a storage location k, the following actions can
occur:

o Shift up: row k moves its data to row k — 1,

o Shift down: row k moves its data to row k + 1,

e Hold (no action): row k holds its data,

o Write: row k moves the write bus contents onto the
cell, and

¢ Read: row k& moves its contents to the read bus.
These actions have to be performed by the buffer once
the proper paths are set up. The buffer cell has to
implement shift up, shift down, hold, write, and read
actions as described above. A buffer cell in this buffer
organization shares the up, down, read and write sig-
nals with cells in the same row. Figure 2 shows a
CMOS circuit that implements the proposed buffer.
When shift down (or up) needs to be performed, a
communication path between the buffer cells is es-
tablished to move data. When read (or write) occurs
the path between Rpys (or Ways) is set to transfer
this data. It should be pointed out that the internal
feedback in this cell is canceled while data is moved
(i.e. Tyor and Tpess are set off).

4 Channel Pointers

The channel pointers are implemented using a
content addressable memory (CAM). As shown in
Figure 1, these channel pointers have three different
fields: Channel number, The top of a channel block,
F (1-top,0-not top), and The end of a channel block,
E (0-empty/end,1-not empty).
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Figure 3: Channel number CAM cell.

4.1 Channel Number CAM

Figure 3 shows the CMOS circuit diagram for a con-
tent addressable memory (CAM) used to generate
read, write, shift_up and shift.down signals to the
buffer. The appropriate channel address bit is stored
in the feedback circuit during reset through Tieset-
The Ry;; and Wy, buses hold the address bit to
Write/Read and the Wi /Ry hold their inverse re-
spectively. The data in the feedback circuit is com-
pared with the channel number to generate the read,
write, shift_up or shift_down.

4.1.1 Generating read/write signals

Signal at point T3 and T in the feedback circuit are
inverse of each other and allow either the Rp;:/Whps:
or Wiz /Rpiz to pass through Trq/Tog o Trp/Tup to
control Tro/Twe. With these signals and transistors a
comparison (at each entry in the CAM) is performed.
When there is no match the precharged lines(Read
and Write) are discharged through Ty /Tiye-

4.1.2 Generating shift up and down signals

In the case of Shift_up/Shift_down signal generation
there are four cases to consider.

Casel: If Ryi/Whss is zero and channel address
bit is zero a match is made keeping the respective
Read/Write lines high through Ty./T4. which is
switched off by the Rsit/Wsis. Though a match is
made shift is not sure as only a part of the address
is matched.

Case2: If Rpit/Wpit is zero and channel address
bit is one the match is made assuming the address
needed to read/write is available above in the chan-
nel pointers. The shift_up/Shift.down lines remain
high through T,./T4 whose gates are connected to
ground via Typ/Tas.

Case3: If Rp;/Wpi is one and channel address
is zero, no match is made assuming the address
needed is below in the channel pointers and the
Shift_up/Shift_down lines are discharged through by
the R/W bit through Tyo/Tde-

Case4: If Ryit/Whsit is one and channel address bit
is one, match is made assuming we have the right
read/write address or it is available above.

5 System Simulation

Figure 4 shows an IRSIM simulation of the Buffer
organization. Here we are going to look at a specific
case when we have a simultaneous write and read
operation.

The read-addr/write_addr represent the chan-
nel address to (read from)/(write into). CAM_ rowi
represents the eight rows of the CAM pointing to the
buffer shown as BUFFER rows.

In Cyclel we write into CAM_row0. The four
match lines read, Shift_up, write and Shift_down dis-
play the matched data. The actual S_down signal
going to the buffer is generated at the trailing edge
of the clock ¢5 and is available until the next ¢;.
As can be seen from simulation CAM_row0 becomes
full, CAM_rowl becomes a part of the same channel
but empty. The rest of the channel addresses move
down one place shown by the first set of arrows. On
the Buffer side Data held on the write_bus is written
into BUFFER_row0 which is 0000. During Cycle2 we
write into CAM_row2. The data 1010 present on the
write_bus is written into BUFFER row2.

In Cycle3 a simultaneous write and read is
performed (Write address < Read address). We write
into CAM_row0O again and read from CAM.row2.
The Buffer/pointer controller generates the proper
Sup or S.down signals. The S_up is cancelled
and proper S_down signal is generated and passed
on to the buffer. CAM_row0 continues to be full,
CAM_rowl changes to 01 representing that it is full
after the write'and CAM_row2 changes to 00 show-
ing it to be part of the same channel but empty to
distinguish it from the other channels. Data 1111 is
written onto Bufferrowl. At the same time Data is
read from CAM row2, therefore 07 goes back to its
original state 06 but is placed at CAM_row3 as the
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Figure 4: Simulation
write was above it. Data pointed to by CAM_row2 References

in the buffer is now placed onto the read_bus as can
be seen is 1010.

In Cycle4, we read from CAM_row(0. Appro-
priate matches are made and the actual S_up is gener-
ated. Data in all the rows moves up one place shown
by the last set of arrows. On the buffer side data held
in BUFFER row0 is placed on the read-bus (0000).

6 Concluding Remarks

A novel VLSI CMOS implementation of a self-
compacting buffer (SCB) for the dynamically allo-
cated multi-queue (DAMQ) switch architecture has
been presented in this paper. The DAMQ switch
has been shown to provide the best performance
among the buffered switch architectures [2]. The
SCB allocates only the required buffer space per
channel allowing data expansion as needed to accom-
modate data storage demands. We have presented
"the SCB architecture major components and their
VLSI CMOS circuitry. The components of the SCB
are capable of performing a read, a write, or simulta-
neous read/write operations. For each of these com-
ponents we have developed novel circuitry that ac-
complishes the required functions.
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