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Abstract— The paper deals with a neural network based
fuzzy supervisor control to manage power flows in a Photo-
Voltaic (PV) - Battery system. An on-line self-learning pre-
diction algorithm is used to forecast, over a determined time
horizon, the power mismatch between PV production and
electrical consumptions. The learning algorithm is based on
a Radial Basis Function (RBF) network and combines the
growing criterion and the pruning strategy of the minimal
resource allocating network technique. The power flows are
scheduled by a Fuzzy Logic Supervisor (FLS) which controls
the charge and discharge of a battery used as an energy buffer.
The proposed solution has been experimentally tested on a 14
KWp PV plant and a lithium battery pack.

I. INTRODUCTION

The need to reduce gas emissions, the rising prices of the
retail electricity and the decreasing cost of the photovoltaic
(PV) technology have led to a large scale development
of PV distributed generation in electrical grids. Nowadays
less attractive PV feed-in-tariffs and incentives to promote
self-consumption suggest that new operation modes for PV
should be explored in order to reach grid parity, which has
been predicted to become a reality in the next years in the
European Union [1]–[4]. By increasing the selfconsumed
local generated energy, the grid parity could be achieved
earlier and solar power will finally make economic sense
becoming cheaper (over the lifetime of the system) than
to buy it from electricity [5], [6]. In particular, there are
two tasks to integrate Distributed Energy Resources (DER),
both locally and globally: integrating them into the elec-
tricity network and into the energy market. One solution
to decrease the problems caused by the variable output of
some distributed generation is to add energy storages into
the systems (centralised or distributed energy storages [7]–
[9]). The main reasons of storage absence in the grid are its
expensive cost and the generation control possibilities of the
classical power stations, making apparently not profitable the
implementation of new storage technologies on a large scale.
However, the current technological and energetic situation
encourages the investment in storage systems. In fact a
massive use of renewable energy generation implicates a
strong hourly mismatch between demand and generation
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patterns and the call for new grid infrastructures where
existing transmission lines are not able to accept significant
amounts of DER. In this paper we study the effects of a
smart energy storage system used to reduce variability of
the electricity exported to the grid, for power flow manage-
ment and to use PV electricity indirectly, maximizing self
consumption. The whole system has been developed with
the help of the company Energy Resources SPA an consists
of 14 KWp of PV plant grid connected, a lithium battery
pack, a controllable inverter, a battery charger and a smart
meter. We carried out simulations for long-time experiments
(yearly studies) and real measures for short and mid-time
experiments (daily and weekly studies). From an engineering
perspective, supervision and management are necessary to
know in real-time the status of the system components, as
well as to forecast the expected generation and consumption
in a short time scale (for example, on a 24-h basis) [10]–
[12]. In particular, in this paper, Radial Basis Function
Networks (RBFNs) have been used for the prediction of
the energy mismatch between production and consumption.
The considered on-line learning algorithm is based on the
Minimal Resource Allocating Network (MRAN) technique
[13]–[15], that adds hidden neurons to the network based
on the innovation of each new RBFN input pattern which
arrives sequentially. As stated in [14], [15], to obtain a
more parsimonious network topology a pruning strategy is
introduced. Pruning is necessary in this forecast because
inactive hidden neurons could be present as the dynamics
which caused their creation becomes nonexistent. If an
observation has no novelty then the existing parameters of the
network are adjusted by an Extended Kalman Filter (EKF)
[15], [16]. The main advantage of this sequential learning
method is that a large data set of measured PV production,
consumption, weather forecast, temperature for a specific
location is no longer required for the training of the Neural
Network, drastically reducing setup time. A Fuzzy Logic
Supervisor (FLS) ( [17], [18]) and two PID controllers have
been designed to manage power flows, using the information
provided by NNs forecasts. The principal characteristics of
this controller are:

• Manage the battery charge and discharge (the control-
lable inverter has current limiters, which are used to
modify the power flows) in order to maximize selfcon-
sumption

• The battery controller has to limit strong fluctuations of
the exported PV energy



• Preserve the battery against overcharge and overdis-
charge.

• Minimize the inactivity time of the battery (a well
known problem in storage systems due to their self-
discharge rate).

The paper is organized as follows. The on-line prediction
algorithm is described in Section II and the performance
of the considered NNs are discussed in Section III. The
proposed supervisory control is described in Section IV.

II. PREDICTION ALGORITHM

The following approach to implement a Minimal Re-
source Allocating Network (MRAN) is based on a sequential
learning algorithm and an Extended Kalman Filter (EKF)
[13], [15], [16], [19]. In particular the sequential learning
algorithm adds or removes neurons on-line to the network
according to a given criterion [13]–[15] and an EKF is used
to update the net parameters [16].

A. Radial Basis Function Neural Network

A RBFN with input pattern x ∈ R
m and a scalar output

ŷ ∈ R implements a mapping f : Rm → R according to

ŷ = f(x) = λ0 +

K∑
i=1

λiφ (‖x− ci‖) (1)

where φ(·) is a given function from R
+ to R, ‖ · ‖ denotes

the Euclidean norm, λi, i = 0, 1, · · ·,K are the weight
parameters, ci ∈ R

m, i = 1, 2, · · · ,K , are the radial basis
function centers (called also units or neurons) and K is the
number of centers [20]. The terms:

oi = λiφ (‖x− ci‖) , i = 1, · · · ,K (2)

are called the hidden unit outputs.
In this paper the RBFN is used for the prediction of the

output of a dynamical system and the system dynamics can
be taken into account through the network input pattern x,
that must be composed of a proper set of system input and
output samples acquired in a finite set of past time instants
[21], i.e. x ∈ R

ny+nu and it is defined as:

x(n) = [y(n−1), · · · , y(n−ny), u(n−1), · · · , u(n−nu)]
T

(3)
where n = 1, 2, · · · are the time instants, y(·) and u(·) are
the system output (the lack or exceeding power; see Section
III) and input (whether forecast, the number of day of the
year, the hour of the day, the day of the week; see Section
III), respectively; ny , nu are the lags of the output and input,
respectively.

Theoretical investigation and practical results show that
the choice of the non-linearity φ(·), a function of the distance
di between the current input x and the centre ci, does not
significantly influence the performance of the RBFN [20].
Therefore, the following gaussian function is considered:

φ(di) = exp
(−d2i /β

2
i

)
, i = 1, 2, · · ·,K (4)

where di = ‖x− ci‖ and the real constant βi is a scaling
or “width” parameter [20].

B. Minimal Resource Allocating Network Algorithm

The learning process of MRAN involves allocation of new
hidden units and a pruning strategy as well as adaptation
of network parameters [13], [15], [16]. The network starts
with no hidden units and as input-output data (x(·), y(·))
are received, some of them are used to generate new hidden
units based on a suitably defined growth criteria. In particular
at each time instant n the following three conditions are
evaluated to decide if the input x(n) should give rise to a
new hidden unit:

‖e(n)‖ = ‖y(n)− f(x(n))‖ > E1 (5)

erms(n) =

√√√√ n∑
j=n−(M−1)

e(j)2

M
> E2 (6)

d(n) = ‖x(n)− cr(n)‖ > E3 (7)

where cr(n) is the centre of the hidden unit that is nearest to
x(n) and M represents the number of past network outputs
for calculating the output error erms(n). The terms E1, E2

and E3 are thresholds to be suitably selected. As stated in
[14], [15], these three conditions evaluate the novelty in the
data. If all the criteria of relations (5)–(7) are satisfied, a
new hidden unit is added and the following parameters are
associated with it:

λK+1 = e(n) (8)

cK+1 = x(n) (9)

βK+1 = α ‖x(n)− cr(n)‖ (10)

where α determines the overlap of the response of a hidden
unit in the input space as specified in [15], [16]. If the
observation (x(n), y(n)) does not satisfy the criteria of
relations (5)–(7), an EKF is used to update the following
parameters of the network:

w =
[
λ0, λ1, c

T
1 , β1, · · · , λN , cTN , βN

]T
. (11)

The update equation is given by:

w(n) = w(n− 1) + k(n)e(n) (12)

where the gain vector k(n) is expressed by:

k(n) = P (n− 1)a(n)
[
r(n) + aT (n)P (n− 1)a(n)

]−1

(13)
with a(n) the gradient vector of the function f(x(n)) (see
Eq. 1) with respect to the parameter vector w(n − 1) [15],
[16], r(n) is the variance of the measurement noise and
P (n − 1) is the error covariance matrix which is updated
by:

P (n) =
[
I − k(n)aT (n)

]
P (n− 1) +Q(n− 1) (14)

where Q(n − 1) is introduced to avoid that the rapid
convergence of the EKF algorithm prevents the model from
adapting to future data [15], [16]. The z× z matrix P (n) is
positive definite symmetric and z is the number of parameters



to be adjusted. When a new hidden neuron is allocated, the
dimension of P (n) increases to:

P (n) =

(
P (n− 1) 0

0 p0Iz1×z1

)
(15)

where p0 is an estimate of the uncertainty in the initial
values assigned to the parameters and z1 is the number
of new parameters introduced by adding the new hidden
neuron. As stated in [14], [15], to keep the RBF network
in a minimal size a pruning strategy removes those hidden
units that contribute little to the overall network output
over a number of consecutive observations. To carry out
this pruning strategy, for every observation (x(n), y(n)) the
hidden unit outputs are computed:

oi(n) = λiφ (‖x(n)− ci‖) , i = 1, · · · ,K (16)

and normalized with respect to the highest output:

oi(n) =
oi(n)

max{oi(n)} , i = 1, · · · ,K. (17)

The hidden units for which the normalized output (17) is
less than a threshold δ for ξ consecutive observations are
removed and the dimensionality of all the related matrices
are adjusted to suit the reduced network [14], [15].

The EKF has been implemented with the assumption that
Q(n) = Iz×zσ

2
η and r(n) = σ2

v .
The MRAN prediction algorithm [14], [15] with the EKF,

here called MRANEKF algorithm is briefly summarized as
follow:

1. For each observation (x(n), y(n)) do: compute the
overall network output: ŷ(n) = f(x(n)) = λ0 +
K∑
i=1

λiφ (‖x(n)− ci‖) where K is the number of hid-

den units;
2. Calculate the parameters required by the growth crite-

rion:
- ‖e(n)‖ = ‖y(n)− f(x(n))‖
- erms(n) =

√
n∑

j=n−(M−1)

e(j)2

M

- d(n) = ‖x(n)− cr(n)‖
3. Apply the criterion for adding a new hidden unit:

if
‖e(n)‖ > E1 and erms(n) > E2 and d(n) > E3

allocate a new hidden unit K + 1 with:
- λK+1 = e(n)
- cK+1 = x(n)
- βK+1 = α ‖x(n)− cr(n)‖

else
- tune the network parameters:
w(n) = w(n− 1) + k(n)e(n)

- update the error covariance matrix:
P (n) =

[
I − k(n)aT (n)

]
P (n− 1) +Q(n− 1)

end
4. Check the criterion to prune hidden units:

- compute the hidden unit outputs:
oi(n) = λiφ (‖x(n)− ci‖) , i = 1, · · · ,K

- compute the normalized outputs:
oi(n) =

oi(n)
max{oi(n)} , i = 1, · · · ,K

- if oi(·) < δ for ξ consecutive observations than
prune the ith hidden unit and reduce the dimen-
sionality of the related matrices

end
5. n = n+ 1 and go to step 1.

III. NEURAL NETWORK BASED FORECASTS

Fig. 1. Input-output structure of the network.

Tests are based on data acquired from January 2012 to
July 2012 during PV plant standard working. In particular
the considered 14KWp PV plant, equipped with polysilicon
solar panels south oriented and tilt angle 27 deg., is located
in Jesi (AN), Italy. The MRANEKF learning algorithm
starts with a pre-trained net based only on few historical
information found on the web such as power production
profile of clear sky days and cloudy days for the specified
location, panel orientation and tilting and mean consumption
of the office. This is a common operating condition, when
no sensors and measures are available for the plant before
the forecast begins. To measure the performance of the
proposed algorithm, the normalized Root Mean Square of
the Error e(·) (RMSE), its Standard Deviation (SD) and
the percentage RMSE have been calculated. The set of
experimental data is composed of 8000 pairs of input and
output samples. Sampling time is 1 h and the data have been
normalized, between 0 and 1, in order to have the same
range. Normalization is a widely used preprocessing method
performed on data to distribute them evenly and to scale
them into an acceptable range for the input neurons of the
NN. This contribute to increase the NN ability to learn the
association between inputs and outputs as well as to fasten
significantly the calculations [22]–[24]. In particular the set
of experimental data is given by the pairs (x(n), y(n)),
n = 1, 2, . . . where x(n) is composed by the whether
forecast, the number of day of the year, the hour of the day,
the air temperature, the wind speed and y(·) is the mismatch
between PV production and office consumptions, as shown
in Fig.1.

In Fig. 2 has been reported a sample of the network results.
The measured mismatch between PV power production and
consumption (dotted red line) is compared with the one pre-
dicted by the pre-trained MRANEKF network (continuous



blue line) for the considered PV plant. Results for the data
set (relative to the period January - July 2012) have been
summarized in Table I.

Fig. 2. Jesi (AN), Italy. The dotted red line is the measured mismatch
between production and consumptions, the continuous blue line is the
MRANEKF network forecast.

TABLE I

DATA SET RELATIVE TO THE PERIOD JANUARY - JULY 2012

DATA RMSE SD RMSE%

pre-trained MRANEKF 0, 0971 0, 0849 10, 9%

The whiteness test on the prediction errors e(·) (residuals)
has been also used for network validation [25]. The whiteness
of residuals is usually evaluated by computing the sample
covariances

R̂N
e (τ) =

1

N

N∑
n=1

e(n)e(n+ τ) (18)

with τ = 1, . . . , P .
If e(·) is a white-noise sequence, then the quantity

ζN,P =
N

(R̂N
e (0))2

P∑
τ=1

(R̂N
e (τ))2 (19)

will have, asymptotically, a chi-square distribution χ2(P )
[25]. The independence between residuals can be verified by
testing whether ζN,P < χ2

α(P ), the α level of the χ2(P )-
distribution, for a significant choice of α. The whiteness test
for this network passes with α = 0.05.

IV. EXPERIMENTAL IMPLEMENTATION

The experimental setup is shown in Fig. 3 (the meaning
of signals and blocks shown in Fig. 3 will be explained
in the following). It is composed by 8 strings of Rener-
gies 220P/220 polysilicon panels [26] where each string is
connected to a SMA Sunny Boy 1700IT solar inverter [27].
A lithium battery pack is composed by the series of two
sub-module with 80 ThunderSky modules 40 Ah, a Battery
Management System (BMS) and a battery charger for each
module [28]. A solar inverter (model SIAC soleil 10Kw) is
connected to this pack [29]. A power meter from Schneider
Electric (model PM9P ) is used to measure consumptions
of the office. All communication is done through the TCP/IP
protocol, using serial to TCP/IP converters. All devices are

connected to a server, where it is located the software to
manage the whole system.

Fig. 3. Scheme of the whole system.

In Fig. 3 red continuous lines represent power fluxes,
blue continuous lines are the information fluxes that goes
over TCP/IP protocol and black dotted lines are data ex-
changed between software components. The supervisor, the
MRANEKF RBF network and PID controllers have been
developed by LabVIEW, the graphical programming envi-
ronment of National Instruments (see [30]).

The aims of the proposed supervised controller are, in a
priority order:

• Preserve the battery against overcharge and overdis-
charge (the battery state of charge has to remain be-
tween 20% and 90%) and regulate the charging rate
(using the NNs informations).

• Maximize self consumption of PV production, storing
the excess power to re-use it during low production
periods.

• Reduce variability of the electricity exported to the grid.

A. Control Strategy

As shown in Fig. 3, the structure of the whole control
system is composed by two different low level PID con-
trollers that regulate the inverter power generation and the
battery charging and the supervisor. The setpoints r1(t) and
r2(t) of PID controllers for the inverter and battery charger,
respectively, (see Fig. 3) are computed by the supervisor
using fuzzy logic inference.

The measures used as feedback by the two inner PID
controllers are the absorbed power (PCH(t)) and the power
fed to the line (PINV (t)). The outputs of PID controllers
(m1(t) and m2(t) in Fig. 3) are the reference signals used
by the drive of the inverter and battery charger, respectively.
The PID sampling time is 100 ms; the supervisor acts every
10 s.

B. Fuzzy Logic Supervisor

The Fuzzy Logic Supervisor (FLS) determines the power
references for the two inner PID controllers, in order to
obtain the performance described above. The input set for
fuzzy inference is composed by the difference between the
measured PV production and consumption (e(t) = PPV (t)−



C(t)), the 2 hour ahead forecast of energy mismatch be-
tween production and consumption (e2(t) provided by NNs)
and the measure of battery State Of Charge (SOC(t)) The
membership functions of the input variables are shown in
Fig. 4 and consist of triangular asymmetric and trapezoidal
functions. The fuzzy sets considered are: Negative Very Big
(NB), Negative Big (NB), Negative Medium (NM), Negative
Small (NS), Zero (Z), Positive Small (PS), Positive Medium
(PM), Positive Big (PB) and Positive Very Big (PB) for
e(t); NB, NS, Z, PS, PB for e2(t); Very Low (VL), Low
(L), Medium (M), High (H), Very High (VH) for SOC(t).
A sample of the fuzzy control rule base of the supervisor is
shown in Table II; the Max-Min fuzzy inference algorithm is
considered, while the defuzzyfication is performed according
to the centroid method ( [18])

The aim of these rules is to regulate the charge and
discharge of the battery pack in order to maximize selfcon-
sumption of PV production and on the same time prevent
damages to the battery pack and minimize its inactivity
time. In particular can be noticed that, to prevent damages
on battery, when SOC(t) is lower than 20% or higher than
90% (first three rows on Table II), for each input set, the
action of the controller is to keep the battery out of the
critical situation. On the same time, when e(t) is positive
(medium, big or very big) and e2(t) is positive big, the
controller reduces the instantaneous charging rate of the
battery (predicting at least other 2 hours of charge) in relation
to the battery SOC (last 4 rows on Table II). When an input
set arrives, from 1 to 8 of the 140 rules are activated to
compute the value of r(t). This value, if positive, becomes
the reference value r1(t) for the PID of the battery charger
(r2(t) = 0, see Fig. 3); otherwise it is the reference |r2(t)|
for the PID of the inverter with r1(t) = 0.

TABLE II

SAMPLE OF THE FUZZY RULES USED FOR INFERENCE.

e(t) e2(t) SOC(t) r(t)

PS NS VH NS

PM Z VH NS

NM PS VL PS

PB PB L PS

PB PB M PM

PS PB M PS

Nine fuzzy sets are considered for the output variable:
NVB, NB, NM, NS, Z, PS, PM, PB and PVB, the member-
ship functions are shown in Fig. 5

C. Experimental Results

This supervisory control system has been tested from July
to August 2012. In Table III is reported the percentage of
selfconsumption of the considered period with respect the
same period of the previous year and the percentage of
battery inactivity time.

Fig. 4. Fuzzyfication of the input sets.

Fig. 5. Fuzzyfication of the output variable.

TABLE III

SELFCONSUMPTION RATE OF THE CONSIDERED PERIOD AND

PERCENTAGE OF INACTIVITY TIME OF THE BATTERY

DATA Selfconsumption Battery inactive

Jul-Aug 2012 83.12% 7.22%

Jul-Aug 2011 65.91% No Battery

These results show that the experimental setup (14 KWp
of PV plant and 20 KWh of battery pack), equipped with
the NN-based forecasting algorithm and the fuzzy logic
supervisor, is able to increase the selfconsumption by 18%
, also protecting the battery without high rate of charge. In
Fig. 7 is shown the produced and consumed power of the
PV plant and the corresponding trend of the battery state of
charge (12− 15 July 2012).

V. CONCLUDING REMARKS

In this paper a fuzzy logic based supervisory control
system is proposed to manage a PV-Battery System. On-line
tuned neural network have been considered to forecast of the
power mismatch between PV production and consumption.



Fig. 6. 12−15 July 2012. PV producted power is the red dotted line line;
the self consumed power is the blue area.

Fig. 7. 12− 15 July 2012. Battery state of charge.

This forecast is used by the supervisor to manage the power
flows, increasing selfconsumption and prevent damages to
the battery.
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