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Abstract

Reliable Atomic Broadcasts (ABCASTs) do not scale well over wide area networks (WANs) due in part to operational conditions such as higher packet drop rates and network latencies. However, while much work has been done optimizing such protocols for local area network (LAN) environments, there has been no work to date on systematically quantifying the effects of network conditions on ABCAST performance, in order to better understand how and why they do not scale to WANs and to suggest new protocol directions. This paper presents results from a systematic study of how multicast performance is affected by latency, latency variance, number of senders, traffic types.
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1 Introduction

Virtually synchronous group communication systems provide powerful building blocks on which to construct replicated services [6]. The main service required by such systems is a reliable and totally-ordered atomic broadcast (ABCAST). However, the performance of ABCASTs can be affected by many environmental conditions, hardware configurations, and other operational factors the protocols cannot control, and in some cases cannot even ascertain or predict at runtime. Such factors include network throughput and latency; network packet sizes and drop rates; router buffer sizes; the size and sending rate of multicast message; CPU loads; and the group size. Adverse values for these factors can greatly reduce multicast performance metrics such as the throughput and latency of multicast delivery, message stability times, failover time, and the amount of buffering required at group members. (Unfortunately, the literature seems devoid of a systematic study of the effect of such factors on these performance metrics.)
For these reasons, virtually synchronous group communication systems do not scale well over wide area networks (WANs). Their higher values of network latencies clearly have an adverse impact. However, we believe that it is the higher variance in these network latencies that is at least as harmful to performance, for two reasons. First, such variance makes it difficult, and arguably impossible, to set a workable timeout value for the failure detectors. Second, this variance increases the dispersal of the arrival of messages in a given round. In many protocols, group members must wait for all messages to arrive before proceeding, for example to ensure atomicity, so such network latency variance directly impacts the delivery latency and throughput of the multicasts.

In this paper we report on one such investigation. The contribution of this paper is a systematic study of how multicast performance is affected by latency, latency variance, number of senders, traffic types, and packet drop rate. These are done for both a sequencer-based and a token-based ABCAST, as well as for pbcast.

The remainder of this paper is organized as follows. Section 2 provides background information in multicast protocols. Section 3 presents our study on the effect of operational parameters on multicast performance. Section 4 discusses related work, and Section 5 summarizes the paper and discusses future work we plan.

2 Background

Total order multicast algorithms can fall into three basic classes, depending whether the order is built by sender, sequencer, or destination processes respectively [28]. Since there are differences in the algorithms among those three basic classes, five subclasses can be defined: communication history, privilege-based, moving sequencer, fixed sequencer, and destinations agreement. Privilege-based and moving sequencer are also referred as token-based algorithms.

In communication history, the order is built by sender processes. A partial order \( < \) is defined on messages based on the history of communications. Communication history algorithms deliver messages in a total order that is compatible with the partial order \( < \). Privilege-based algorithms rely on the idea that senders can multicast messages only when they are granted the privilege to do so. There is a cyclic order among group senders and a token circulates in this order. When a group member wants to multicast a message, it must wait until it holds the token. Moving sequencer algorithms are based on the idea that a group of processes successively act as sequencer. It is similar to the Privilege-based algorithms, but it is different in that the sequencer is related to the destinations rather than the senders. In a fixed sequencer algorithm, a designated sequencer responsible for ordering messages. There is only one such sequencer in the group, and the responsibility is not normally transferred to other members. In destination agreement algorithms, the order results from an agreement between destination processes. To multicast a message, a sender send it to all destinations, and all destinations assign the received message a local timestamp and multicast this timestamp.
to all destinations. Once a destination process has received a local timestamp from all other destinations, the message can be delivered.

Even though all these multicast algorithms are well known and have been studied for years in the group communication research community, most of those studies were focused on the optimization of the protocols. In [11], Cristian and Mishra conducted an interesting comparison study about token-based and sequencer-based atomic broadcast protocols. Five performance metrics: average delivery time, average stability time, average number of physical messages sent per update broadcast, maximum buffer size, and distribution of processing load among group members are measured as a function of group size and update inter-arrival time, both in the absence of failures and in the presence of a single communication failure.

Over LANs, multicast group communication protocols now achieve throughputs for reliable totally ordered multicasts that exceed the throughput that TCP achieves for point-to-point communication.  

1 We note that this improvement over TCP is possible, despite ABCASTs providing stronger guarantees, because they provide the guarantees (and do retransmissions and keep state) at the message level, not the byte level. However, since those broadcast or multicast protocols are originally designed for applications in LANs, network latency and its variance are never systematically studied as the operational factors on performance.

There are also numerous new research attempts on group communication systems which are designed for WANs [2, 20]. The protocols struggle to provide performance and most of them use relatively weaker semantics over the Wide-Area Networks. While such weakened semantics help increase performance, they are much harder to program with, negating a key advantage of the virtual synchrony model supported by ABCASTs.

Clearly, one of the fundamental problems is that the protocols face more unpredictable and larger network latency. In order to get a better understanding of the impact of network latency when the virtually synchronous group communication system scales up to WAN applications, a systematic study about the performance of multicast protocols under varying network, application and group configuration is desirable. Such information can also be very useful for tuning ABCAST protocols at runtime, and are also crucial for protocol switching [21].

3 Impact of Network and Application Operational Parameters on Atomic Broadcast Performance

In this investigation we implemented three multicast algorithms: privilege-based, fixed sequencer and destinations agreement, which are selected from each of three basic classes in the Network Simulator (NS-2) package. The privilege-based algorithm, which is also referred as token-based protocol, is similar to the single ring totem protocol [3]. The fixed sequencer algorithm, which is also referred as sequencer-based,
is similar to ensemble sequencer-base protocol [18]. Destination agreement is similar to pbcast protocol [5]. So in the following, we refer them as sequencer-based, token-based and pbcast protocols. We note that the pbcast protocol studied provides weaker guarantees than the other two, and no virtual synchrony. It is studied here for contrast with the other two, as a (likely unachievable) upper bound on virtually synchronous performance, because pbcast has been designed for much better performance in WANs, especially higher and more stable throughput.

The following assumptions were made in the simulation model:

- The network is assumed as a virtually fully connected network, where every node has a virtual link (i.e. multi-hop path in real topology) to every other node.

- Each virtual link has an associated latency. We assume the network latency varies according to certain distribution during each simulation. We did not utilize the IP multicast facility provided in NS-2, since it does not allow the latencies of delivery to each destination to vary; i.e. all recipients suffer the same latency which is not desired for our purposes.

- Point-to-point messaging is assumed because our goal is to measure the overall performance of those multicast protocol in a generic communication environment.

- The past 15 years of Internet traffic measurement have produced key observations [30]. Although characterizing aggregate network traffic is difficult, network researchers have identified a significant degree of long-range dependence (LRD) in network traffic, which they refer to as "self-similar," "fractal," or "multifractal" behavior. Self-similar model can be obtained by the superposition of many ON/OFF sources in which the ON and OFF periods have a Pareto type distribution with infinite variance [31]. Beside choose CBR.Traf sic which generates traffic according to a deterministic rate, we choose POO.Traf sic which generates traffic according to a Pareto On/Off distribution.

- In order to understand the impact of network latency distribution, we chose three types of distributions: normal, log-normal, exponential. Figure 1 illustrates the probability density function (PDF) of these three distribution types on different mean values.

- No packet are assumed to be dropped by network.

The system parameters are varying network latency distribution, mean network latency, latency variance, the number of concurrent senders. Table 1 shows the parameters used in our simulations.  

The performance metrics studied are average message stability times and the message stability time distributions which are presented in the form of a probability density function (PDF). Message stability
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Table 1: Operational parameter variables for multicast protocols simulations.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values (defaults)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The number of members in the group</td>
<td>10</td>
</tr>
<tr>
<td>The number of senders in the group</td>
<td>1, 2, 3, 4, 5, 6, 7, 8, 9, 10</td>
</tr>
<tr>
<td>Network latency distribution</td>
<td>Normal, Log-Normal, Exponential</td>
</tr>
<tr>
<td>Mean network latency</td>
<td>0.25sec, 0.5sec, 1sec, 2sec</td>
</tr>
<tr>
<td>Latency variance</td>
<td>0.25, 0.5, 0.75, 1</td>
</tr>
<tr>
<td>Traffic type (1)</td>
<td>CBR with 1Mb/sec</td>
</tr>
<tr>
<td>Traffic type (2)</td>
<td>Pareto On/Off with burst time 1000ms, idle time 1000ms, 1Mb/sec</td>
</tr>
<tr>
<td>Packet size</td>
<td>1000KB</td>
</tr>
</tbody>
</table>

time is defined as the duration between the moment that a sender receives a multicast message from the application to the moment that sender learns all the receivers receive the message. At this point, the final ordering of the message is known, it is eligible to be delivered to the application, and the message can be removed from the sender’s buffer. While the average message stability time is useful performance metric, the distribution of message stability times is also an important consideration for real-time distributed system. Throughout the simulations in this paper, the message stability times are collected from over 1,250,000 messages originated from each sender. Results of other typical metrics such as average message delivery time and throughput are not presented since we found that average message stability times are reasonably proportional to average message stability times in our simulations, and the throughput is not the concern of our configurations.

### 3.1 Impact of Mean Network Latency

The purpose of this experiment is to investigate how the multicast protocols scale with the network latency. Because the results of the CBR traffic are almost the same as that of Pareto On/Off, we only present the results of the CBR traffic. Figure 2, figure 3, figure 4 presents the average message stability time against mean network latency in sequencer-based protocol, token-based protocol, and pbcast protocol with 1 sender and 10 senders in the group. The mean network latency varies from 0.25 seconds to 2 seconds. First, we can see that different network latency distributions got different average message stability time, and the difference increases as the mean network latency increases. For all these three protocols, the average message stability time increased linearly as the mean network latency increases. But token-based protocol increases faster and has higher average stability time than the other two protocols. This is expected, because the performance of token-based protocol depends on a single important message the token’s latency.
Figure 1: Probability Density Function of Selected Distributions.
Figure 2: Average message stability time for sequencer-based protocol with $mean_{network\ latency} \in \{0.25s, 0.5s, 1s, 2s\}$, $sender \in \{1, 10\}$.

Figure 3: Average message stability time for token-based protocol with $mean_{network\ latency} \in \{0.25s, 0.5s, 1s, 2s\}$, $sender \in \{1, 10\}$.
3.2 Impact of Latency Variance

In this section, we study how the network latency variance impact the performance of the multicast protocols. Because the results of CBR traffic is almost the same as that of Pareto On/Off, we only presents the results of CBR traffic. Figure 5 presents average stability time of sequencer-based protocol, token-based protocol and pbcast protocol with mean network latency is 0.5s and 10 senders in the group. network latency variance varies in 0.25, 0.5, 0.75, 1. Normal and lognormal distributions are selected. For pbcast protocol, the distribution and variance of network latency has little impact on the average stability time. But they did have impact in sequencer-based protocol and token-based protocol. The average message stability time increases as the variance increases in these two protocols, and increases much faster in token-based protocol than in sequencer-based protocol.

3.3 Impact of Number of Senders

In this section we look at the number of senders affect the performance of multicast protocols. Figure 6 presents the message stability time distributions for sequencer-based protocol, figure 7 for token-based protocol, and figure 8 for pbcast protocol. (a) (b) is for CBR traffic, (c)(d) is for Pareto On/Off traffic. The mean network latency is 0.5 second, and there are 1 sender and 10 senders in the group. Normal, lognormal, and exponential distributions are selected. From the figures we can see that the message stability time distributions are slight different in CBR traffic and Pareto On/Off traffic. In each protocol, different message stability time distributions are got against different network latency distributions. For sequencer-based protocol, and token-based protocol, the message stability time distribution in lognormal span longer range than the other two distributions. It is also seen that with the increase of the number of senders, different net-
Figure 5: Average stability time for sequencer-based protocol, token-based protocol and pbcast protocol with network latency mean value = 0.5s, distribution $\in \{\text{normal, lognormal}\}$, sender = 10, varying variance $\in \{0.25, 0.5, 0.75, 1\}$.
work latency distributions had different message stability time distributions in sequencer-based protocol and
token-based protocol, and got same message stability time distributions in pbcast protocol. It is expected
because message stability time in pbcast protocol depends on gossip interval and gossip threshold. Even
with the same mean network latency, the average message stability time in each distributions is different.
For pbcast protocol, the difference of the message stability time distributions are not obvious\(^3\) due to the
message stability time is mostly determined by gossip interval and gossip threshold.

![Sequencer based protocol -- 1 sender](a)

![Sequencer based protocol -- 10 senders](b)

![Sequencer based protocol -- 1 sender](c)

![Sequencer based protocol -- 10 senders](d)

Figure 6: Message Stability time distributions for sequencer-based protocol with mean network latency = 0.5 s, \(sender \in \{1, 10\}\). (a)(b) for CBR traffic, (c)(d) for Pareto On/Off traffic

\(^3\)\text{NOTE: Krishna: "obvious" or "clear cut" etc. probably needs to be modified — the wording sounds like it is not obvious to us cause we are not smart or something. Maybe something more diplomatic; for this example regarding pbcast is is because we would have to run an entire series of experiments with different gossip intervals and gossip thresholds. Dave 4/12.}
Figure 9 presents the average stability time for sequencer-based protocol, token-based protocol and pbcast protocol with network latency mean value is 0.5s, traffic generation rate is CBR. The reason that we only present the results of CBR traffic is that it is almost the same as that of Pareto On/Off. The number of senders in the group varies from 1 to 10. In the same mean network latency, the average message stability time in each distributions is different. For pbcast protocol, the difference of the message stability time distributions are not obvious due to the message stability time is mostly determined by gossip interval and gossip threshold. In addition, with the increase of the number of senders, average message stability times have no changes in sequencer-based protocol, and increase linearly in token-based protocol. This is because the token-based protocol disallows concurrent sending by senders. In token-based protocol, only sender,
Figure 8: Message Stability time distributions for pbcast protocol with mean network latency = 0.5 s, $sender \in \{1, 10\}$. (a)(b) for CBR traffic, (c)(d) for Pareto On/Off traffic
which has the token, can send the message. Thus the message stability time in token-base protocol depends on the token’s latency. With the increase of the number of senders, the token’s latency will also increase.

![Graphs showing average stability time for sequencer-based, token-based, and pbcast protocols with different distributions of network latency mean value = 0.5s, distribution ∈ {normal, lognormal, exponential}.](image)

**Figure 9**: Average stability time for sequencer-based protocol, token-based protocol and pbcast protocol with network latency mean value = 0.5s, \(\text{distribution} \in \{\text{normal}, \text{lognormal}, \text{exponential}\}\).

### 3.4 Summary of Results

From above, we can see that the distributions of network latency did have impact on the distributions of message stability time and average message stability time in group applications: sequencer-based protocol, token-based protocol, and pbcast protocol. But the impact is different upon different protocols. For pbcast protocol, only small change occurred, while else big changes happened in token-based protocol. This can explain the reason that pbcast is designed to be scalable across a WAN, while token-based protocol is not. This scalability is of course at the cost of the stronger properties that the token-based protocol supports. So given that the current statistical characteristic of network latency over wide-area networks has not been
agreed upon by the Internet research community, the further study left to us is to find if the bandwidth reservation techniques can improve the performance of group applications over WAN.

4 Related Work

We are aware of no work evaluating the costs of network latencies or the other parameters we have studied on multicast latencies. \(^4\) [7] presents new totally ordered multicast algorithms that guarantee an upper bound on the maximum latency on message delivery to the application in certain network models. The paper considers two sender based reservation models: constant bit rate (CBR) where application reserves a fixed bandwidth, and variable bit rate (VBR) where application reserves average transmission rate and a maximum burst time over a long period of time. For these models, the authors prove their algorithms preserve the bandwidth and latency reserved by the application within a certain additive constant. However, [7] only proves that totally ordered multicast can exist with an upper bound on message delivery latency with the help of reservation. On the other hand, this paper investigates how two basic categories of totally ordered multicast protocols, sequencer-based and token-based, subject to various network and application operational parameters.

[8] is very complementary work to ours. It presents a detailed theoretical study of their new ABCAST algorithm under different circumstances. Their algorithm provides multicast latency that is within a constant of the latency of the underlying network, independent of the number of participants. They assume QoS and then build the algorithm to work under this assumption. In contrast, we focus on algorithms that work without QoS, and try to quantify where they have performance problems in WAN-like environments, to help quantify exactly where they break down. We also do not analyze membership changes, which they do.

[5] introduces a bimodal delivery guarantee as falling between expensive and poorly scalable ABCAST protocols, and inexpensive and scalable best-effort delivery. The article argues that stability of multicast delivery is a basic reliability property, i.e., a multicast protocol is reliable in a sense that can be rigorously quantified and includes throughput stability guarantees. The theoretical analysis and experimental results presented in the paper confirm that the bimodal multicast is reliable and scalable and provides remarkably stable delivery throughput.

Budhia discusses several different approaches for achieving high performance in group communication systems, using clever flow control algorithm, careful system design and engineering, and proper system tuning [9] based on the Totem system [1]. Also performance graphs in terms of packet throughput and message delivery latency, for different network topologies and under different operating conditions are presented. However the impacts of network and application operational parameters as presented in this paper are not considered in that dissertation.

\(^4\)NOTE: Krishna: please rephrase this first sentence to please performance analysis folks. Thanks, Dave 4/12.
5 Conclusions and Future Work

In this paper we have presented a simulation study that quantified the effect of the following operational characteristics on multicast performance: network latency statistical distribution, network latency variance, number of senders, application traffic type, and network packet drop rate. These results are summarized in Section 3.6.

This research has just scratched the surface in an area crucial to help virtually synchronous multicasts scale better over WANs, and we hope to build on it in many ways. Expanding it to include more protocols is important: a few other virtually synchronous protocols, at least [8], and perhaps also pinwheel [14] or newsmonger [22]; a few virtually synchronous protocols that provide dynamic uniformity; a protocol or two such as [25, 12] that tolerate Byzantine failures; well as the (non virtually synchronous) pbcast protocols [5]. We also hope to expand simulations to include group membership changes and the multicast performance metrics measured to include failover time. The large variance in WANs of course makes setting workable timeouts very difficult, and quantifying the benefit of lower and less variant latencies towards reducing failover time (especially failure detection) seem promising. We hope to investigate how well a few experimental bandwidth reservation protocols provide latency. We also hope to combine bandwidth reservation and multicast protocols, building on [17].
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