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Analysis of Performance Benefits of Multitier
Gate-Level Monolithic 3-D Integrated Circuits

Inki Hong and Dae Hyun Kim , Member, IEEE

Abstract—Vertical interconnects used in monolithic 3-D
integrated circuits (3-D ICs), so-called monolithic interlayer
vias (MIVs), are as small as local vias. Thus, redesigning an
existing 2-D IC layout in a monolithic 3-D IC generally results
in shorter wire length than the 2-D IC layout. In addition, MIVs
have almost negligible resistance and capacitance, so their impact
on signal delay is very small. Thus, redesigning a 2-D IC layout
in a monolithic 3-D IC is expected to improve its performance
significantly. Some researchers designed several monolithic 3-D
IC layouts and showed their timing benefits in the literature. In
this paper, we present analytical models for performance (timing)
benefits of multitier gate-level monolithic 3-D ICs. The analytical
models we develop in this paper can be used to quickly estimate
the performance benefits multitier gate-level monolithic 3-D inte-
gration provides without physically redesigning 2-D IC layouts
in 3-D.

Index Terms—Monolithic 3-D integration, performance
analysis, prediction, reversal of critical paths (RCP).

I. INTRODUCTION

MULTITIER monolithic 3-D integration shown in Fig. 1
is a 3-D stacking technology by which multiple thin

device layers are stacked and transistors in different tiers are
connected through ultrasmall vertical interconnects, so-called
monolithic interlayer vias (MIVs) [1]–[4]. MIVs are similar to
local vias in terms of the size (width and z-directional height).
Thus, MIV insertion is expected to cause almost no area,
resistance, and capacitance overhead, whereas through-silicon-
via (TSV) insertion causes non-negligible area and capacitance
overheads in TSV-based integrated circuits (3-D ICs) [5], [6].
Monolithic 3-D integration, therefore, is expected to achieve
the highest degree of wire length reduction and performance
improvement [7].

Design of gate-level monolithic 3-D IC layouts requires
almost all the design steps used for the design of 2-D
IC layouts, such as placement and routing, among which
placement has been actively investigated in several papers
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Fig. 1. Multitier monolithic 3-D integration.

recently [5], [8]–[10]. Especially, redesigning a gate-level 2-D
IC layout in a monolithic 3-D IC by uniform scaling proposed
in [8] reduces the wire length ideally by (1/

√
NT), where

NT is the number of tiers. Due to this property, the uniform-
scaling-based placement algorithm achieves the shortest total
wire length if the 2-D layout has the shortest total wire
length and enough white space exists among the instances
in the 2-D layout [11]. The shortened wire length is con-
verted into delay reduction, which is one of the most important
benefits monolithic 3-D integration provides. As shown by
physical design and analysis in various works on mono-
lithic 3-D IC design, monolithic 3-D integration provides
performance benefits for gate-level layouts [5], [10], [12].
In this paper, we develop analytical models for fast esti-
mation of the performance benefits of gate-level monolithic
3-D ICs.

Providing a short overview of the models, if a monolithic
3-D IC layout is designed by uniformly scaling a 2-D lay-
out, the length of each wire in the 2-D layout is shortened
by (1/

√
NT). Since the delay of a wire of length l is propor-

tional to l2, researchers expect to achieve NT× performance
improvement (clock frequency increase) by monolithic 3-D
integration. However, this analysis has three major problems
as follows.

1) It ignores instance (gate) delays.
2) It does not take interconnect optimization into the

performance analysis. If a path is properly buffered, the
delay of the path is proportional to the path length.
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3) It focuses only on the performance of a single path,
but the performance analysis should consider multiple
signal paths. If the delays of the first and the sec-
ond critical paths in a given 2-D layout are dominated
by wire and instance delays, respectively, the sec-
ond critical path might become the most critical path
in the 3-D layout, which we call reversal of critical
paths (RCPs).

If we take all of them listed above into the analysis of
performance benefits of multitier gate-level monolithic 3-D
integration, the performance improvement is less than

√
NT×.

Especially, if an RCP occurs, the performance benefit is much
less than

√
NT× as will be shown later.

In this paper, we analyze performance benefits of multitier
gate-level monolithic 3-D ICs based on optimal analytical
buffer insertion taking instance delay, logic depth, process
technology parameters, routing congestion, and the RCP into
account. The analytical models can be used to estimate
the performance benefits we can obtain from multitier gate-
level monolithic 3-D integration for given 2-D IC layouts
without physical design. Our contributions in this paper are
as follows.

1) We mathematically analyze the performance benefits
multitier gate-level monolithic 3-D integration provides.

2) We mathematically analyze the RCP.
3) We qualitatively and quantitatively analyze the

performance benefits using four sets of process
technologies.

4) We validate the models by designing, optimizing, and
analyzing 2-D and monolithic 3-D layouts.

The rest of this paper is organized as follows. We review
previous work on path delay calculation, optimal buffer inser-
tion, and monolithic 3-D ICs in Section II. In Section III,
we analyze performance benefits of a single path in multitier
gate-level monolithic 3-D ICs. In Section IV, we investigate
the RCP, which analyzes the performance benefits of multiple
signal paths. Then, we apply the performance models to two
benchmarks and validate the models in Section V. Finally, we
conclude in Section VI.

II. PRELIMINARIES AND RELATED WORK

In this section, we review path delay calculation, optimal
buffer insertion, and related work. Table I shows the variables
used in this paper.

A. Path Delay Calculation

Suppose a single-fanout path p consists of a driver c0, a
sink cn+1, n instances c1, . . . , cn between the driver and the
sink, and wires connecting them. Then, the delay of the path
can be expressed as follows:

dp =
n∑

i=0

dci +
n∑

i=0

dwi,i+1 (1)

where the first and the second sums are from the instance and
wire delays, respectively. The above equation can be rewritten

TABLE I
VARIABLES USED IN THIS PAPER

using the Elmore delay model as follows:

dp =
n∑

i=0

dci +
n∑

i=0

{
Rci

(
cwi,i+1 + Cci+1

)

+ rwi,i+1 · Cci+1 + 1

2
rwi,i+1 · cwi,i+1

}
(2)

where cwi,i+1 is cw ·lwi,i+1 and rwi,i+1 is rw ·lwi,i+1 . Notice that (2)
is applicable to paths of logic depth 0, where the logic depth
of a path is defined as the number of combinational logic
instances between the driver and the sink of the path.

B. Optimal Buffer Insertion

In this paper, we assume the followings for simplification.
1) Assumption 1: All nets are single-fanout nets.
2) Assumption 2: All buffers are of the same type, i.e.,

they have the same input capacitance, internal delay, and
output resistance.

3) Assumption 3: Any locations in a net are bufferable.
4) Assumption 4: The output resistance and the internal

delay of the driver of a net are equal to those of a buffer.
5) Assumption 5: The input capacitance of the sink of a net

is equal to that of a buffer.
Under these assumptions, we can optimally insert buffers into
a net as follows. Suppose instance c0 drives instance cn+1
through a wire of length L and we insert n buffers between
them. In this case, the delay of the path is expressed as follows
using (2):

dp = (n + 1)dB + RBcw

n∑

i=0

lwi,i+1 + (n + 1)RBCB

+ rwCB

n∑

i=0

lwi,i+1 + 1

2
rwcw

n∑

i=0

lwi,i+1
2

= (n + 1)DB + L · KB + 1

2
rwcw

n∑

i=0

lwi,i+1
2 (3)
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for which we use
∑n

i=0 lwi,i+1 = L. To find optimal locations
of the buffers, we differentiate (3) with respect to lwi,i+1 for
i = 0 to i = n − 1 and set them to zero. Then, we obtain the
following equation for each i:

∂dp

∂lwi,i+1

= 1

2
rwcw

(
2lwi,i+1 − 2lwn,n+1

) = 0. (4)

Thus, we obtain lw0,1 = lw1,2 = · · · = lwn,n+1 = L/(n + 1), i.e.,
the buffers are evenly distributed along the path. In this case,
the path delay in (3) is expressed as follows:

dp = (n + 1)DB + L · KB + rwcwL2

2(n + 1)
. (5)

Differentiating the above equation with respect to n and set-
ting it to zero produces the following equation for the optimal
number of buffers:

n =
√

rwcwL2

2DB
− 1 (6)

and the path delay in (5) becomes as follows:

dp,opt = L
(

KB + √
2rwcwDB

)
. (7)

Notice that the delay of a properly buffered net is linearly pro-
portional to the length of the net as shown in (7). In addition,
if n in (6) is close to zero, the net does not need any buffers.
The following equation is the boundary condition for buffer
insertion for a net of length L1:

L =
√

2DB

rwcw
. (8)

If the net length is shorter than
√

(2DB/rwcw), we do not insert
any buffers. In this case, the net delay is expressed as follows:

dp = DB + L · KB + 1

2
rwcwL2. (9)

C. Uniform-Scaling-Based Monolithic 3-D IC Design

Uniform-scaling-based monolithic 3-D IC design begins the
design process with a 2-D layout [8]. For the given 2-D layout,
it linear scales the location of each instance by a constant scal-
ing ratio. In general, (1/

√
NT) is used for the scaling ratio to

preserve the total silicon area. The uniform scaling results in
many overlaps among the instances. In addition, some of the
instances need to be placed in other tiers. Thus, the uniform
scaling is followed by 3-D legalization to remove overlaps, sat-
isfy density constraints, and snap the instances [11]. According
to [11], the uniform-scaling-based monolithic 3-D IC design
reduces the length of each wire by (1/

√
NT) if a given 2-D

layout has well-distributed white space. In this paper, we
assume that multitier gate-level monolithic 3-D IC layouts are
generated by the uniform scaling from given 2-D layouts.

1The boundary condition can be slightly modified as L =
(3/2)

√
(2DB/rwcw) and L = 2

√
(2DB/rwcw) if the condition is applied for

n = (1/2) and n = 1, respectively.

D. Routing Congestion

Ideally, the length of a net is shortened by (1/
√

NT) by uni-
form scaling. If routing congestion exists in a given design,
however, it is shortened by (q/

√
NT), where q is greater

than 1.0. To take routing congestion into account in our
performance analysis models, we introduce a routing conges-
tion parameter for each net or path as follows. Suppose the
lengths of path p before and after uniform scaling are L and
L′, respectively. Let qp be the congestion parameter for path
p. Then, we relate L and L′ as follows:

L′ = qp · L√
NT

. (10)

If routing congestion does not affect the length of the path, qp

is set to 1.0. If routing congestion affects the length of p, how-
ever, qp is set to the detour overhead ratio of the path length,
which is greater than 1.0. We can estimate qp by analyz-
ing routing congestion using a commercial tool or congestion
estimation algorithms [13], [14]. For instance, if a path goes
through congested grids, we can find a shortest detour path
and set qp to (1+ t/100), where t/100 accounts for the detour
overhead. In this paper, we assume that qp is always less than√

NT for simplification.

E. Performance Improvement by 3-D Integration

3-D integration is expected to provide performance bene-
fits in two representative ways. First, redesigning an exist-
ing 2-D layout in 3-D reduces wire length, which leads
to wire delay reduction resulting in performance improve-
ment [7], [12], [15]. Second, restructuring 2-D architectures
in 3-D can exploit the very wide intertier bandwidth 3-D inte-
gration provides, thereby improving the system performance
significantly [16], [17]. Especially, the former requires only
3-D design tools, so various algorithms for physical design of
3-D layouts have been actively researched [5], [6], [18].

Regarding monolithic 3-D ICs, Panth et al. [5] devel-
oped a gate-level monolithic 3-D IC design methodol-
ogy named Shrunk2D based on technology file scaling
and showed 16.82% power saving compared to 2-D ICs.
Chang et al. [10] developed a new, flexible design method-
ology named Cascade2D. Cascade2D enables design and
optimization of a 3-D IC in a single 2-D design using commer-
cial tools. They showed up to 25% higher performance than
2-D designs at the same power level. Chan et al. [19] devel-
oped a machine-learning-based power consumption estimation
tool for 3-D ICs. The prediction accuracy of the methodol-
ogy is ±5%, but it is unclear whether it could be applied to
the estimation of performance benefits of 3-D ICs. In addi-
tion, generation of many data points for the machine learning
training takes a large amount of time. Kim et al. developed
TSV-aware interconnect prediction models in [7] to predict
wire length, performance, and power benefits of 3-D ICs,
but they predict the performance of a single net based on an
abstracted set of some design parameters of a design.

In this paper, we present an analytical model to estimate
performance benefits obtainable from redesigning 2-D ICs in
multitier gate-level monolithic 3-D ICs by the uniform-scaling-
based design methodology. Regarding the multitier monolithic
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TABLE II
PARAMETERS USED FOR CASE STUDIES OBTAINED FROM [7].

THE VALUES ARE FOR 20× BUFFERS

3-D integration technology, it is possible to fabricate multitier
monolithic 3-D ICs [2], but how many tiers can be stacked in a
monolithic 3-D IC is not known. Thus, we simulate up to 16-
tier monolithic 3-D ICs in the performance benefit analysis in
this paper. We think the simulation result could motivate devel-
opment of many-tier monolithic 3-D IC fabrication technology
if it is not possible as of now.

III. PERFORMANCE BENEFITS OF SINGLE PATH

In this section, we analyze performance benefits obtainable
from redesigning a gate-level 2-D IC in an NT -tier gate-level
monolithic 3-D IC by uniform scaling. We use the path delay
for performance evaluation. Table I shows the variables used
in the performance analysis. For case studies, we use the
parameters shown in Table II obtained from [7].

A. Delay of Path of Logic Depth nc

Suppose the logic depth of a path in a given 2-D layout is
nc. Assuming the path is properly buffered, the delay of the
path is expressed as follows:

dp,2-D =
nc∑

i=0

dci +
nb∑

i=1

dbi +
nc+nb∑

i=0

dwi,i+1 (11)

where c0 is the driver, cnc+1 is the sink, c1 to cnc are the logic
instances, nb is the total number of buffers, and bi is the ith
buffer. If there is no buffer in the path, nb is set to zero and
the second summation term in the right-hand side is removed.
Then, the path delay computation before and after uniform
scaling can be categorized into three cases as follows.

Case 1: There is no buffer in the given path of the 2-D
layout because the path length is sufficiently short.
In this case, the length of the path after uniform
scaling becomes shorter than that before uniform
scaling, so we do not need buffer insertion after
uniform scaling.

Case 2: There are some buffers in the path of the 2-D
layout. However, the length of the path becomes
sufficiently short after uniform scaling, so the path
does not need any buffers after uniform scaling.

Case 3: There are some buffers in the path of the 2-D lay-
out. The path is still sufficiently long after uniform
scaling, so it needs some buffers even after uniform
scaling.

In the following sections, we analyze the three cases.

B. Case 1: No Buffers in the 2-D and 3-D Paths

When the logic depth nc of a given 2-D path is greater than
zero, the logic instances act as buffers for delay reduction.

Assuming the logic instances are also of the same type as
buffers and can be evenly distributed along the path, we do
not need buffer insertion if nc is greater than nb, which is the
number of buffers we need for the path when the logic depth
of the path is zero. In other words, we do not need buffer
insertion in the 2-D path if the following inequality holds:

nc >

√
rwcwL2

2DB
− 1 (12)

where the right-hand-side term comes from (6). A similar
inequality should hold for the condition that the path does
not need buffer insertion after uniform scaling. However, we
assume that qp is less than

√
NT as mentioned in Section II-D,

so the inequality always holds if (12) holds. Equation (12) is
rewritten for the path length as follows:

L < (nc + 1)

√
2DB

rwcw
(13)

which is a boundary condition for case 1.
When a 2-D path does not need buffer insertion, the delay

of the path is just a sum of its logic instance and wire delays.
Assuming the instances are evenly distributed along the path,
the path delay is expressed using (5) as follows:

dp,2-D = (nc + 1)DB + L · KB + rwcwL2

2(nc + 1)
. (14)

Similarly, the delay of this path after uniform scaling becomes
as follows:

dp,3-D = (nc + 1)DB + qp · L√
NT

· KB + rwcw
(
qp · L

)2

2(nc + 1)NT
. (15)

Then, the path delay ratio (performance benefit of a single
path) becomes as follows:

dp,2-D

dp,3-D
= (nc + 1)DB + L · KB + rwcwL2

2(nc+1)

(nc + 1)DB + qp·L√
NT

· KB + rwcw(qp·L)2

2(nc+1)NT

. (16)

Notice that the path delay ratio is the ratio between the 2-D
and the 3-D path delays, so it is greater than 1.0 if there is a
performance benefit in the 3-D path.

C. Case 2: Buffers Only in the 2-D Path

In this case, the path length L in the 2-D layout is longer
than (nc + 1)

√
(2DB/rwcw), so it needs buffer insertion. After

scaling, its length becomes [(qp · L)/
√

NT ], which should be
shorter than (nc +1)

√
(2DB/rwcw) because it does not require

buffer insertion. Thus, case 2 occurs when the following
inequalities hold:

(nc + 1)

√
2DB

rwcw
≤ L ≤ (nc + 1)

qp
·
√

2DBNT

rwcw
(17)

which is a boundary condition for case 2. In this case, we can
estimate the number of buffers, nb in (11), inserted into the 2-D
path as follows assuming the logic instances and the buffers
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(a) (b)

Fig. 2. Buffer count differences (n2-D − n3-D) in (27) for four process technologies. (a) L = 3000 um and (b) L = 5000 um.

are evenly distributed along the path and all the instances are
of the same type:

nb,2-D =
⎛

⎝
√

rwcwL2

2DB
− 1

⎞

⎠ − nc. (18)

Then, the delay of the 2-D path is expressed as follows
using (7):

dp,2-D = L
(

KB + √
2rwcwDB

)
. (19)

Assuming all the buffers are removed and the logic instances
are redistributed evenly along the path after uniform scaling,
the delay of the 3-D path is expressed exactly the same as (15).
Therefore, the path delay ratio in this case becomes as follows:

dp,2-D

dp,3-D
= L

(
KB + √

2rwcwDB
)

(nc + 1)DB + qp·L√
NT

· KB + rwcw(qp·L)2

2(nc+1)NT

. (20)

The buffer count decreases by nb,2-D in (18).

D. Case 3: Buffers in the 2-D and 3-D Paths

In this case, the path in the 3-D layout is longer than
[(nc+1)/qp]·√(2DBNT/rwcw), so both the 2-D and 3-D paths
need buffer insertion. Thus, case 3 occurs when the following
inequality is satisfied:

L >
(nc + 1)

qp
·
√

2DBNT

rwcw
(21)

which is a boundary condition for case 3. In this case, the num-
ber of buffers before and after uniform scaling are expressed
as follows using (18):

nb,2-D =
⎛

⎝
√

rwcwL2

2DB
− 1

⎞

⎠ − nc (22)

nb,3-D =
⎛

⎝
√

rwcw(qp · L)2

2DBNT
− 1

⎞

⎠ − nc (23)

where nb,3-D is derived by substituting qp · L/
√

NT into L
in (22). The delays of the 2-D and 3-D paths in this case

are expressed as follows:

dp,2-D = L
(

KB + √
2rwcwDB

)
(24)

dp,3-D =
(
qp · L

)
√

NT

(
KB + √

2rwcwDB

)
(25)

so the path delay ratio becomes as follows:

dp,2-D

dp,3-D
=

√
NT

qp
. (26)

The buffer count decreases by nb,2-D − nb,3-D as follows:

nb,2-D − nb,3-D = L

√
rwcw

2DB

(
1 − qp√

NT

)
. (27)

Fig. 2 shows (27) for the four process technologies in Table II
and two path length values (3000 um and 5000 um) assuming
qp is 1.0. Notice that the buffer count difference goes up as
the technology node advances because the path length (L) is
a constant.

E. Analysis and Comparison of the Path Delay Ratios

Fig. 3 shows the boundary conditions for the three cases
and four different process technologies assuming qp is 1.0.
Each nc value has a horizontal line and a curve above it.
The horizontal line shows the boundary condition between
cases 1 and 2. If the path length is shorter than the value (i.e.,
the path length is below the constant line), the path delay ratio
is computed by (16) for case 1. The curve above the constant
line shows the boundary condition between cases 2 and 3. If
the path length is longer than the value (i.e., the path length is
above the curve), the path delay ratio is computed by (26) for
case 3. Otherwise, the path delay ratio is computed by (20) for
case 2.

When L is close to zero, the path delay ratio is calcu-
lated by (16). The equation is a strictly increasing function
of L, so the path delay ratio goes up as L increases, which
means the delay benefit obtainable from monolithic 3-D inte-
gration goes up. When L is greater than (nc+1)

√
(2DB/rwcw),

the path delay ratio is computed by (20). The equation is
also a strictly increasing function of L. When L goes up
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(a) (b)

(c) (d)

Fig. 3. Boundary conditions composed of (13), (17), and (21). (a) 45 nm, (b) 32 nm, (c) 22 nm, and (d) 16 nm.

over [(nc + 1)/qp] · √
(2DBNT/rwcw), the path delay ratio is

computed by (26) and saturates at (
√

NT/qp).
Fig. 4 shows the path delay ratios (performance benefits) for

the four process technologies, two path length values (3000 um
and 5000 um), and three logic depth values (4, 8, and
12) assuming qp is 1.0. We observe the followings from
the figure.

1) L versus (dp,2-D/dp,3-D): As L goes up, the path delay
ratio goes up for a given logic depth nc. This is because
the impact of the wire delay on the path delay increases
as the wire length goes up. In other words, the path delay
is dominated by the total instance delay when L is small.
As L goes up, however, the path delay is dominated
by the wire delay, so monolithic 3-D integration helps
reduce the path delay.

2) nc versus (dp,2-D/dp,3-D): As nc goes up, the path delay
ratio goes down for a given path length L. This is
because the impact of the total instance delay on the
path delay increases as the instance count in the path
goes up.

3) NT versus (dp,2-D/dp,3-D): As NT goes up, the path
delay ratio goes up for a given logic depth nc

and a given path length L. This is because the
wires get shorter as more tiers are stacked, so the
wire delay goes down, which results in the decrease
of dp,3-D. However, the path delay ratio approaches
1 + ([L · KB + (rwcwL2/[2(nc + 1)])]/[(nc + 1)DB]) and
([L(KB + √

2rwcwDB)]/[(nc + 1)DB]) as NT goes to
infinity for Cases 1 and 2, respectively.

4) Technology Node Versus (dp,2-D/dp,3-D): The path delay
ratio goes up as the technology node moves from old
ones (e.g., 45 nm) to new ones (e.g., 16 nm) for a
given logic depth nc, a given path length L, and a given
tier count NT . This is primarily because the wire unit
resistance and buffer output resistance go up as the tech-
nology advances. Notice that this is for a fixed path
length. The path delay ratio will go down if the path
length is also scaled down in the new technology nodes.

Fig. 5 shows the impact of the routing congestion parame-
ter qp on the path delay ratios for a 5 mm-long path of logic
depth 8 built with the 22 nm technology. When qp increases
from 1.00 to 1.05 and 1.10, the path delay ratios reduce
from [1.41×, 3.10×] to [1.35×, 3.09×] and [1.29×, 2.97×],
respectively. Thus, the impact of routing congestion on the
performance benefit is not negligible at all, so minimizing rout-
ing congestion is very crucial for obtaining the largest amount
of performance benefits in the design of monolithic 3-D ICs.

IV. REVERSAL OF CRITICAL PATHS

Section III shows how much we can benefit from multitier
gate-level monolithic 3-D integration for a single signal
path. In this section, we analyze performance benefits of a
monolithic 3-D IC taking multiple signal paths into account.

A. Reversal of Critical Paths

Suppose a 2-D design has m signal paths Ps =
{p1, p2, . . . , pm} and the paths are sorted in the increasing
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(a) (b)

(c) (d)

Fig. 4. Path delay ratios (performance benefits). (a) 45 nm, (b) 32 nm, (c) 22 nm, and (d) 16 nm.

Fig. 5. Routing congestion parameter (qp) versus path delay ratios
(performance benefits). Tech: 22 nm. Path length: 5000 um. nc = 8.

order of their negative slack values, so p1 is the most crit-
ical path and pm is the least critical path. If the delays of p1
and p2 are dominated by wire and instance delays, respec-
tively, p2 could be more critical than p1 after uniform scaling.
We call this phenomenon RCP. We define RCP more formally
as follows.

Definition 1: Suppose a given 2-D design is redesigned in
a monolithic 3-D IC. If the critical path in the 2-D design is
not the critical path in the 3-D design, we say that an RCP
occurs.

B. Necessary and Sufficient Conditions for RCP

We find necessary and sufficient conditions for the RCP
as follows. If p1 and p2 are the most critical paths in a given

2-D and its monolithic 3-D designs (p1 �= p2), respectively, an
RCP occurs between p1 and p2 when the following inequalities
hold:

dp1,2-D > dp2,2-D (28)

dp1,3-D < dp2,3-D (29)

where dpi,2-D and dpi,3-D are the delays of path pi in the 2-D
and 3-D layouts, respectively. dpi,2-D is computed by (14)
or (19) and dpi,3-D is computed by (15) or (25) depending
on their buffer insertion status.

Each path can be categorized into one of the three cases,
Cases 1, 2, or 3 depending on its length L and logic depth nc.
For two paths, therefore, there are total nine combinations of
the cases. Table III shows the boundary conditions for p1 and
p2 and the path delay conditions shown in inequalities (28)
and (29) for all the combinations. One thing to notice is that
some of the nine cases do not occur depending on q1 and q2.
For example, if q1 is equal to q2, case 3 × 3 cannot occur
because dp1,2-D > dp2,2-D leads to L1 > L2, but dp1,3-D <

dp2,3-D leads to L1 < L2. Assuming q1 equals q2, if p1 and p2
have the same logic depth, satisfying inequality (28) requires
that L1 is greater than L2. In this case, the delay of p1 will
still be greater than that of p2 after uniform scaling. Thus, two
paths having the same logic depth will not lead to an RCP.2

Suppose the logic depth of p1 is greater than that of p2.
If L1 is greater than or equal to L2, the delay of p1 will
still be greater than that of p2 after uniform scaling, so

2Notice that this statement is true only under the assumptions in Section II.
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TABLE III
CONDITIONS FOR AN RCP AND PERFORMANCE BENEFITS. p1 AND p2 ARE THE MOST CRITICAL PATHS IN THE 2-D AND 3-D LAYOUTS, RESPECTIVELY.

Li : THE LENGTH OF PATH pi . ni : THE LOGIC DEPTH OF pi . B.C. DENOTES A BOUNDARY CONDITION. Qi = qi · Li

inequality (29) is not satisfied. If L1 is less than L2 and inequal-
ity (28) is satisfied, the impact of delay reduction caused
by path length reduction by uniform scaling is more sig-
nificant in p2 than in p1, so the delay of p1 will still be
greater than that of p2 after uniform scaling in this case. All
these analyses lead to the following statement: if q1 equals
q2, an RCP occurs only when the logic depth of p1 is less
than that of p2. Satisfying inequality (28) in this case leads
to L1 > L2.

If q1 is greater than q2, L1 is reduced less effectively than
L2 by 3-D integration, so an RCP is less likely to occur. On
the contrary, if q2 is greater than q1, an RCP is more likely

to occur. In this case, however, the performance benefit will
decrease if an RCP occurs.

C. Qualitative Analysis of Reversal of Critical Paths

In this section, we qualitatively analyze the RCP using
Table III. We assume that q1 equals q2, unless mentioned
otherwise.

1) Impact of NT on the RCP Conditions: If NT increases,
the probability that an RCP occurs also increases because the
wire delay is reduced further. In case 1 × 1, for example,
(n1 − n2)DB is always less than zero because n1 < n2 is
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(a) (b)

(c) (d)

Fig. 6. Ratios (rRCP) between the number of RCP occurrences and the total simulation data points for the 45 nm technology. x and y in (x, y) in the figures
denote NT and L1−L2 (in um), respectively. q1 = q2 = 1.0. (a) NT = 2 and 3, (b) NT = 4 and 5, (c) NT = 6 and 7, and (d) NT = 8 and 9.

included in the necessary and sufficient condition for the RCP.
However, L1 is greater than L2, so the second and the third
terms for dp1,2-D > dp2,2-D for the case is positive in Table III.
Since the whole sum is greater than zero, −(n1 −n2)DB is less
than the sum of the second and the third terms. If the paths
are uniformly scaled in 3-D, the second and the third terms
decrease by (1/

√
NT) and (1/NT), respectively, so the sum

of the two terms is likely to be less than −(n1 − n2)DB. The
delay decrement goes up as NT increases, so the probability
that an RCP occurs increases as NT goes up. Other cases can
be analyzed in a similar way.

2) Impact of Path Lengths on the RCP Conditions: If the
path length difference L1−L2 goes up, the probability that
an RCP occurs increases until L1−L2 reaches a certain value
because the amount of wire delay reduction of p1 increases or
that of p2 decreases (or both of them occur at the same time).
If L1−L2 keeps increasing beyond a certain value, however,
the probability that an RCP occurs starts decreasing. This is
because the length of p1 is still too long even after uniform
scaling if L1−L2 keeps increasing, so the delay of p1 is still
greater than that of p2. For example, suppose the delay of p1
is equal to that of p2 when L1 is L′. If L1 goes up over L′,
the delay of p1 is always greater than that of p2. The sec-
ond and the third terms in the dp1,3-D < dp2,3-D condition for
case 1 × 1 are scaled by (1/

√
NT) and (1/NT), respectively,

so an RCP could still occur even if L1−L2 increases. If L1−L2
increases further, however, the wire delay dominates the total
delay of p1, so an RCP does not occur anymore.

3) Impact of Logic Depths on the RCP Conditions: If the
logic depth difference n2−n1 goes up, L1 should be much

greater than L2 to satisfy inequality (28). In this case, L1−L2
goes up, so the probability that an RCP occurs increases as
explained. If the logic depth difference increases beyond a
certain value, however, the probability that an RCP occurs
starts decreasing. This is because the large logic depth differ-
ence between p2 and p1 requires a large path length difference
L1−L2 between p1 and p2 for an RCP, but the large path length
difference reduces the probability of the RCP as explained.

4) Impact of Routing Congestion on the RCP Conditions:
If q1 goes up, q1 ·L1 increases, so the probability that an RCP
occurs decreases. In case 1 × 1, for example, dp1,3-D increases
as q1 goes up, so dp1,3-D < dp2,3-D would less likely occur.
However, the increase of q1 does not affect the performance
benefit (dp1,2-D/dp2,3-D) if an RCP occurs because dp1,2-D and
dp2,3-D are not affected by q1. If an RCP does not occur, the
performance benefit is computed by dp1,2-D/dp1,3-D using (16),
so the performance benefit decreases as q1 goes up. Other
cases can be analyzed in a similar way.

If q2 goes up, q2 · L2 increases, so the probability that an
RCP occurs increases. In addition, dp2,3-D also goes up, so the
performance benefit goes down if an RCP occurs as shown in
Table III. If an RCP does not occur, the performance benefit
is independent of q2.

D. Quantitative Analysis of Reversal of Critical Paths

In this section, we quantitatively analyze the RCP using the
inequalities in Table III and the process technology parameters
in Table II for q1 = q2 = 1.0. Our analysis methodology is
as follows. Since the occurrence of an RCP is more tightly
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TABLE IV
MINIMUM AND MAXIMUM PERFORMANCE BENEFITS WHEN AN RCP OCCURS (DENOTED BY RCP)

AND DOES NOT OCCUR (DENOTED BY NORCP). TECHNOLOGY: 45 nm. q1 = q2 = 1.0

related to the difference of the lengths and logic depths of
two given paths than their individual values, we focus on the
relationships among L1−L2, n2−n1, NT , and RCP occurrences,
where Li is the length of path pi and ni is the logic depth of
pi. We sweep L1 and L2 from 1000 um to 5000 um by a step
size of 1000 um with the condition L1 > L2, n1 and n2 from
0 to 12 with the condition n2 > n1, and NT from 2 to 16 and
compute whether an RCP occurs between p1 and p2. Fig. 6
shows ratios rRCP between the number of RCP occurrences
and the total number of simulation data points sweeped for
each (NT , L1−L2) for each n2−n1. We plot them only for the
45 nm technology due to page limit, but other technology
nodes show similar trends.

In general, rRCP goes up and saturates at 1.0 as the logic
depth difference (n2 −n1) increases. If p1 is more critical than
p2 in a given 2-D design even when the logic depth difference
is large, p1 should be much longer than p2, so an RCP is
more likely to occur as the logic depth difference increases.
In addition, rRCP saturates faster as the number of tiers goes
up. This is because larger NT reduces the path length further,
so an RCP occurs for smaller logic depth differences as NT

increases.
However, there are a few exceptional cases, especially when

the path length difference is less than 1000 um. In general,
an RCP is more likely to occur, so rRCP goes up as n2−n1
increases. If the logic depth difference increases beyond a cer-
tain point and L1−L2 is less than 1000 um, however, rRCP
starts going down for the following reason. If p1 has longer
delay than p2, L1−L2 is small, and n2 − n1 is large, their path

lengths are so long (e.g., 5000 um for p1 and 4000 um for p2)
that the path delays are dominated by their wire and buffer
delays instead of their instance delays. In this case, an RCP
does not occur after uniform scaling because the path delays
will still be dominated by the wire and buffer delays, so rRCP
goes down.

E. Performance Benefits

In this section, we predict performance bene-
fits (dp,2-D/dp,3-D) using the performance benefit equations in
Table III assuming q1 = q2 = 1.0. We use the 45 nm technol-
ogy parameters to quantify and investigate the performance
benefits. The quantification methodology is as follows. We
sweep 1) L1 and L2 from 1000 um to 5000 um by a step size
of 1000 um; 2) n1 and n2 from 0 to 12; and 3) NT from 2 to
16 and compute the performance benefits. If an RCP does not
occur, we compute the performance benefit by dp1,2-D/dp1,3-D,
and if an RCP occurs, we compute the performance benefit by
dp1,2-D/dp2,3-D. Table IV shows the minimum and maximum
performance benefits when an RCP occurs (denoted by RCP)
and does not occur (denoted by NoRCP).

The maximum performance benefits of RCP are less
than those of NoRCP as expected. However, the differences
between the maximum performance benefits of RCP and
NoRCP are less than 3%, 6%, 9%, 7%, and 9% for case 1 × 1,
case 2 × 1, case 2 × 2, case 3 × 1, and case 3 × 2, respec-
tively. In addition, the RCP and NoRCP cases have similar
minimum performance benefits, which are much smaller than
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TABLE V
TRENDS OF PERFORMANCE BENEFITS OBTAINABLE FROM MULTITIER

GATE-LEVEL MONOLITHIC 3-D INTEGRATION. ↑ AND ↓ MEAN AN

INCREASE AND A DECREASE, RESPECTIVELY

the maximum performance benefits. For instance, if all the
nets in a given 2-D layout belong to case 1 because they
are relatively short and/or their logic depths are high, the
performance benefit we obtain is 1.082× even if 16 tiers are
stacked. This case occurred when (NT , n1, n2, L1, L2) = (16,
9, 11, 2000 um, 1000 um) in our simulation. In this case,
both p1 and p2 belonged to case 1 and an RCP occurred.
Similarly, the minimum performance benefit in case 3 × 1
when NT is 16 is only 1.094×, which occurred when (NT , n1,
n2, L1, L2) = (16, 0, 12, 3000 um, 1000 um). In this case,
an RCP occurred again. On the other hand, if an RCP does
not occur, the minimum performance benefit is equal to the
maximum performance benefit when the critical path belongs
to case 3. In this case, the performance benefit when NT is 16
is 4×. Thus, we observe that the performance benefits we can
obtain from multitier gate-level monolithic 3-D integration are
highly dependent on all the design and technology parameters,
such as the number of tiers, path lengths, instance delays, and
whether an RCP occurs or not.

We also observe some trends of performance benefits in
Table V, which we obtained by a thorough investigation of
all the computation results. As the table shows, if NT goes
up, the range ([min, max]) of the benefits goes up regard-
less of the RCP occurrences. This is because increasing the
number of tiers always helps reduce the length of each net.
If |L1−L2| goes up, the range of the benefits also goes up
because the decrement of a wire length increases as its length
goes up. If |n2 −n1| goes up, the range of NoRCP goes down.
If an RCP does not occur and the logic depth of the most
critical path in the 2-D layout goes up, the impact of mono-
lithic 3-D integration on the path delay reduction decreases,
so the performance benefit goes down. On the other hand, if
|n2 − n1| goes up, the minimum performance benefit of RCP
goes down, but the maximum performance benefit of RCP
increases and then decreases. If q1 goes up, the performance
benefit goes down if an RCP does not occur, but the benefit
does not change if an RCP occurs. Similarly, if q2 goes up,
the performance benefit goes down if an RCP occurs, but the
benefit does not change if an RCP does not occur.

V. VALIDATION AND CASE STUDY

In this section, we design 2-D and monolithic 3-D IC lay-
outs for two benchmarks, analyze their timing characteristics,
and demonstrate how we can use the performance benefit
models to estimate the performance benefits of the circuits.

A. Simulation Setup

We use low-density parity-check (LDPC) and fast Fourier
transform (FFT) circuits for benchmarks. The reason we
chose them for the case study is because they are relatively
large (LDPC is 0.36 mm2 and FFT is 1.11 mm2), so they can
show the benefits of multitier gate-level monolithic 3-D inte-
gration. We use the Nangate 45 nm library for a standard cell
library [20], Synopsys Design Compiler for netlist synthesis,
and Cadence Innovus for physical design and timing analy-
sis. We also built an in-house software for custom analyses
of the physical layouts. To generate monolithic 3-D IC lay-
outs, we used the uniform-scaling-based design methodology
in [8] for 3-D placement and the routing methodology in [5]
for 3-D routing. We also performed timing optimization using
Cadence Innovus on the 3-D IC layouts with modified buffer
cells. The modified buffer cells have the same characteristics as
the buffers defined in the original standard cell library, but they
have much smaller area than the regular buffers. We use the
small buffers to allow the optimization tool to insert as many
buffers as it wants. We use this workaround layout generation
technique because no commercial tool supports timing opti-
mization for 3-D IC layouts. We also use 5� for the resistance
of an MIV.

B. Validation and Performance Benefits

We estimate performance benefits of designing a 2-D layout
in a monolithic 3-D IC as follows. First, we decompose the
delays of top 1000 critical paths in the 2-D layout into instance
delays (di), buffer delays (db), and net delays (dn). Since all the
top 1000 critical paths in the two benchmarks contain many
long wires, all of them belong to case 3. The delay benefit
(dp,2-D/dp,3-D) of a path belonging to case 3 is (

√
NT/qp), so

we predict the delay of each path in the 3-D layout by di+([qp·
(db+dn)]/[

√
NT ]). Then, we compute the performance benefit

assuming an RCP does not occur or an RCP occurs between
the most critical path and the kth critical path (k ≥ 2). We
compare this performance benefit with the actual performance
benefit we obtain from the 3-D layouts we build. The LDPC
design does not have routing congestion, so we set qp to 1.0
for LDPC, but we set qp to 1.1 for the FFT design because it
has some routing congestion.

Table VI shows the actual and predicted performance ben-
efits of the two benchmarks. The delay of the most critical
path (p1) of the 2-D LDPC design is 5.574 ns, which consists
of 1.866 ns instance delay, 1.548 ns buffer delay, and 2.140 ns
net delay. If it is redesigned in a two-tier monolithic 3-D IC
layout, the predicted performance benefit is 1.24× (i.e., the
critical path delay will decrease by 1.24×) if an RCP does
not occur. If an RCP occurs, the predicted performance bene-
fit is dependent on with which path the RCP occurs. Thus, we
show in Table VI the predicted performance benefits assum-
ing an RCP occurs with the kth critical path. If k is in the
range of [2, 50], the predicted performance benefit is between
1.27× and 1.41×. If the range of k increases, the predicted
performance benefit also increases.

The critical path delay in the two-tier LDPC design is
4.071 ns, so the actual performance benefit is 1.37×. The most
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TABLE VI
ACTUAL AND PREDICTED PERFORMANCE BENEFITS ([dp,2-D/dp,3-D]) OF

LDPC (# GATES: 50 753, # NETS: 54 785, LAYOUT AREA: 0.36 mm2)
AND FFT (# GATES: 255 710, # NETS: 259 429, LAYOUT AREA:

1.11 mm2). CPD DENOTES THE CRITICAL PATH DELAY. THE PATH

CAUSING AN RCP IS DENOTED BY “*.” “[aTH, bTH] : [c×, d×]”
MEANS THAT IF AN RCP OCCURS BETWEEN THE FIRST AND

THE kTH CRITICAL PATHS, WHERE a ≤ k ≤ b, THE

RANGE OF THE PERFORMANCE BENEFIT IS

PREDICTED TO BE BETWEEN c× AND d×

critical path in the two-tier 3-D design is the 39th critical path
in the 2-D design, so an RCP occurred between the first and
the 39th critical paths. The predicted performance benefit when
an RCP occurs with the 39th critical path is 1.36×, so it is
very close to the actual performance benefit. However, notice
that it would require more detailed timing and physical design
analysis to predict whether an RCP would occur or not and
with which path an RCP would occur if an RCP would occur.

The critical path delay in the three-tier LDPC design is
3.548 ns, so the actual performance benefit is 1.57×. The most
critical path in the three-tier design is the 21st critical path in
the 2-D design, so an RCP occurred between the first and the
21st critical paths. Assuming k1 > k2, notice that an RCP
can occur between the first and the k2th critical paths in the
three-tier design when an RCP occurs between the first and
the k1th critical paths in the two-tier design. The predicted
performance benefit when an RCP occurs with the 21st path
is 1.46×.

The FFT designs show similar results. The delay of the most
critical path in the 2-D design is 3.490 ns, which consists of
1.145 ns instance delay, 1.216 ns buffer delay, and 1.129 ns
net delay. If it is redesigned in a two-tier monolithic 3-D IC
layout, the predicted performance benefit is 1.17× if an RCP
does not occur. If an RCP occurs, the predicted performance
benefit varies from [1.19×, 1.41× ] to [1.19×, 1.81× ] for an
RCP occurring with one of the top 50 paths and one of the top

1000 paths, respectively. The most critical path in the two-tier
3-D design is the 13th critical path in the 2-D design and the
predicted performance benefit when an RCP occurs with the
13th critical path is 1.24×. The actual performance benefit
for the three-tier 3-D design is 1.35×, which lies between
[1.28×, 1.61×]. An RCP occurs in this design between the
most and the 67th critical paths and the predicted performance
benefit for this case is 1.39×, which is very close to the actual
performance benefit 1.35×.

C. Discussion

1) Pin Capacitance: Input pin capacitance is not negligible
in the delay computation depending on the path length and the
process technology. If pin capacitance is not negligible in a
path, it is because the path has many sinks and/or the nets
in the path are too short. If the path is optimized effectively,
however, the sinks not on the critical paths can be grouped and
driven by off-loading buffers. Thus, if pin capacitance is not
negligible in a critical path, it is generally because the nets in
the path are short. In this case, the path will belong to case 1
and redesigning this circuit in a monolithic 3-D IC would not
improve the performance of the circuit.

2) MIV Resistance and Capacitance: In our simulation,
most of the nets in the critical paths are longer than 2000 um,
so the total wire RC is much greater than the total MIV RC in
the paths. Thus, we ignored MIV resistance and capacitance
in all the delay computations in this paper although we used
5 � for the MIV resistance in the actual design and analysis.

If the MIV RC is not negligible, we can take the MIV RC
into the analytical models as follows. Suppose rm and cm are
the resistance and capacitance of an MIV, respectively, and nm

is the total number of MIVs in a net of length l. Assuming
the MIVs are evenly distributed throughout the net, the total
resistance and capacitance of the net are l · rw + nm · rm and
l · cw + nm · cm, respectively. We can consider this net as a
net of length l whose unit resistance and capacitance are (l ·
rw + nm · rm)/l and (l · cw + nm · cm)/l, respectively, and insert
buffers using (3).

3) Multifanout Nets: If a net is a multifanout net, the
source-to-sink length has a bigger impact than the total net
length on the net delay. This is because the Elmore delay of
a multifanout net varies significantly depending on the loca-
tions of the sinks and the routing topology of the net. If we
can assume that the routing topology of a net in a given 2-D
design is preserved in its monolithic 3-D design, we would
be able to estimate the performance benefit of the net more
accurately by a more sophisticated analytical model.

VI. CONCLUSION

In this paper, we mathematically analyzed the performance
benefits of multitier gate-level monolithic 3-D ICs designed
by the uniform-scaling-based 3-D placement and analytical
optimal buffer insertion. The delay benefit of a single-fanout
net obtainable from NT -tier monolithic 3-D integration is
(
√

NT/q)× when the net is sufficiently long and optimally
buffered. In a multitier gate-level monolithic 3-D IC, however,
multiple nets are scaled down at the same time and the delays
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of some paths are dominated by instance delays, whereas
those of some other paths are dominated by net delays. Thus,
RCP could occur. We also analyzed the RCP in detail in this
paper to investigate under what conditions an RCP would
occur. Finally, we validated the performance benefit models
by building and comparing 2-D and monolithic 3-D IC lay-
outs. The proposed analytical models for performance benefits
of multitier gate-level monolithic 3-D ICs can be used for fast
estimation of performance benefits without physical designing
a 2-D IC in 3-D.
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