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Motivation
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Low-rank compression is an important model compression strategy for obtaining compact neural network models.

v The rank values directly determine the model complexity and model 
accuracy; proper selection of layer-wise rank is very critical and desired.

v All existing works are not designed in a hardware-aware way, limiting the 
practical performance of the compressed models on real-world 
hardware platforms.



Method

• Insufficient exploration for the rank space

• The search process of the state-of-the-art rank determination works cannot be 

extended to consider the hardware performance constraint

v Problem Formulation

v Design Challenges

v Problem Formulation
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v How should we set the proper search scope to realize sufficient 
exploration in the rank space with affordable search cost?

• Design Principle-1: To make good balance between search cost and rank granularity, the rank 
candidates in HALOC is set as the multiples of a constant (typically 32).

• Design Principle-2: For a Tucker-2-format layer, equal rank setting (r1 =r2) can be adopted to simplify 
the rank search process with good approximation performance.}
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v What is the proper scheme to mitigate the interference between 
different selected rank settings?
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Ablation Study



Comparison
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ResNet-20 and VGG-16 on CIFAR-10 ResNet-18 and MobileNetV2 on ImageNet
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Comparison
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