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ABSTRACT
Deep Learning Recommendation Models (DLRMs) are important
applications in various domains and have evolved into one of the
largest and most important machine learning applications. With
their trillions of parameters necessarily exceeding the high band-
width memory (HBM) capacity of GPUs, ever more massive DLRMs
require large-scale multi-node systems for distributed training and
inference. However, these all suffer from the all-to-all communica-
tion bottleneck, which limits scalability.

SmartNICs couple computation and communication capabilities
to provide powerful network-facing heterogeneous devices that
reduce communication overhead. There has not, however, been a
distributed system design that fully leverages SmartNIC resources
to address scalability of DLRMs.

We propose a software-hardware co-design of a heterogeneous
SmartNIC system that overcomes the communication bottleneck of
distributed DLRMs, mitigates the pressure on memory bandwidth,
and improves computation efficiency. We provide a set of SmartNIC
designs of cache systems (including local cache and remote cache)
and SmartNIC computation kernels that reduce data movement,
relieve memory lookup intensity, and improve the GPU’s compu-
tation efficiency. In addition, we propose a graph algorithm that
improves the data locality of queries within batches and optimizes
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the overall system performance with higher data reuse. Our eval-
uation shows that the system achieves 2.1× latency speedup for
inference and 1.6× throughput speedup for training.
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1 INTRODUCTION
Personalized Recommendation systems (Resys) are a widely used in
applications providing online services such as product recommen-
dations, video and music recommendations, and search services
[5, 8, 11, 14, 27, 30, 36]. As recommendation prediction require-
ments and datasets have grown, deep learning recommendation
models (DLRMs) [28] have shown substantial advantages in pro-
viding ranking and click through rate (CTR) predictions.

The size of DLRMs is significantly larger than traditional deep
neural networks due to their data-intensive embedding operators
that require hundreds of Gigabytes or even Terabytes of storage.
Themodel size far surpasses the likely HBM capacity of accelerators.
Moreover, the growth of the accelerators’ HBM is not keeping up
with the ever-growing DLRM size, as shown in Figure 4 [26, 33].
Therefore, high performance DLRM inference and training require
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large-scale, multi-node systems. As a result, the scalability issue
caused by the communication bottleneck fundamentally hinders
DLRM advances.

DLRMs pose three challenges to large-scale distributed systems:
(1) Communication bottleneck. Strategies like data-parallelism are
infeasible because the replications of the model are too large to fit
into the accelerator’s HBM. A hybrid model and data parallelism is
often used to deal separately with massive embedding tables and
smaller MLPs (Figure 1). The embedding operators are partitioned
and distributed to each node and use all-to-all communication to
exchange each share of the embedding tables (EMT). The all-to-all
communication incurs a massive amount of data exchange result-
ing in communication as the bottleneck of the entire application.
The exponential growth of communication volume indicates that
this critical path will worsen. (2) Memory bandwidth challenge.
DLRMs contain up to trillions of parameters and consume up to
terabytes of memory. The embedding operators require high mem-
ory bandwidth and frequent access to the embedding tables. (3)
Computation efficiency challenge. Compared with other machine
learning models, DLRMs exhibit lower arithmetic intensity with
irregular computations like data reshaping, flattening, and trans-
posing. These irregular operations are primarily memory copies
and make GPU’s computation less efficient.

Advanced network interface cards known as SmartNICs have
emerged to mitigate network communication challenges in scale-
out data centers. Moreover, SmartNICs with computation support
are particularly useful for domain-specific computation such as
machine learning and streaming data analytics [3, 16, 17, 29, 39, 40].
As SmartNICs continue to advance in power, the combination of
compute and communication support, together with their place-
ment in the node (network facing), point to their use in overcoming
the scalability challenges in DLRM training and inference.

Simply adding SmartNICs to a distributed system, however, only
addresses point-to-point communication latency. Currently there is
no distributed system design that leverages SmartNIC resources to
overcome the other challenges: communication bottleneck, memory
bandwidth pressure, improving computational efficiency. Existing
work [20, 33, 35] uses software solutions targeting the communica-
tion bottleneck by reducing the embedding table size, or the com-
munication volume of all-to-all and all-reduce collection. However,
these approaches have limited benefit, and the software solution
can not fundamentally resolve the performance bottleneck. Others
[6, 38] introduce storage technologies to optimize the embedding
operator’s performance. But memory bandwidth and latency can’t
catch up with GPU’s HBM, and, as the model size grows, memory
bandwidth could become another bottleneck. Current GPU clusters
used for DLRM [1, 26, 32] suffer from large communication volumes
and frequent communication bottlenecks.

In this paper, we introduce a software-hardware co-design of
a heterogeneous SmartNIC system for scalable DLRM inference
and training that overcomes communication bottlenecks, mitigates
memory bandwidth pressure, and improves computation efficiency.
A set of SmartNIC designs of cache systems (including local cache
and remote cache) and SmartNIC computation kernels exploits the
locality of DLRMs to reduce data movement, relieve memory access
intensity, and improve GPUs’ computation efficiency.

Figure 2 illustrates the techniques used. (1) Remote Cache.
The large volume and intense all-to-all communication primarily
contribute to the communication bottleneck of distributed DLRM
systems. The remote cache on the SmartNIC buffers frequently
used remote embedding lookup results, reducing communication
workloads and alleviating both networking and memory bandwidth
pressure. (2) Local Cache. The local cache on the SmartNIC caches
the popular local embedding tables allowing direct retrieval of em-
bedding lookup results from the SmartNIC instead of interrupting
the GPU. This vastly reduces the memory bandwidth burden on
the GPUs’ HBMs, improving overall node memory bandwidth. (3)
SmartNIC computation. The SmartNIC’s kernels for irregular
computation complement the system nodes’ computation resources,
improving GPU efficiency by offloading irregular computations,
and minimizing GPU kernel launch overhead and hardware usage.
In additional, the computation kernels reduce gradient updates
in backward propagation and decrease the workload of backward
all-to-all communication.

We also introduce a graph algorithm that enhances the data
locality of DLRM batches by clustering similar samples. More data
reuse reduces embedding lookup requests and communication vol-
ume, increases cache hit rate, and eases system memory bandwidth
pressure. High data locality batches also benefit GPU computation
efficiency. This set of techniques works together to produce a syn-
ergistic effect, resulting in an outcome greater than the sum of their
individual contributions.

To summarize, the contributions of this work include:
• A scalable software-hardware co-design for heterogeneous
SmartNIC systems for both forward and backward propaga-
tion of DLRMs.
• A set of techniques for SmartNIC design that overcomes the
communication bottleneck of distributed DLRMs, mitigates
memory bandwidth pressure, and improves computation
efficiency. A graph algorithm improves the data locality of
batches and optimizes overall system performance with high
data reuse.
• Evaluation results showing that heterogeneous SmartNIC
systems can achieve 2.1× latency speedup for inference and
1.6× throughput speedup for training.

The remainder of the paper is organized as follows. Section 2
provides DLRM background and the paper’s motivation. Section
3 presents details of the graph algorithm. Section 4 introduces the
cache system and computation kernels for forward and backward
propagation. Results from experiments are presented in Section 5.
Section 6 discusses related work; concluding remarks are given in
Section 7.

2 DLRM BACKGROUND AND MOTIVATION
2.1 Deep Learning Recommendation Model
Figure 5 gives an overview of DLRMs. DLRMs have two types of
inputs, dense features and sparse features, and predict the probabil-
ity that a user would interact with an item; this is referred to as the
Click Through Rate (CTR). Dense features contain continuous data
like a user’s age or the current time. Sparse features are categorical
features such as posts, pages, or items. These categorical features
are represented using IDs, which map to embedding vectors from



Software-Hardware Co-design of Heterogeneous SmartNIC System for Recommendation Model Inference and Training ICS ’23, June 21–23, 2023, Orlando, FL, USA

Figure 1: Deep LearningRecommendationModelWorkflowOverview (EMT: Embedding Table,MLP:Multilayer Perceptron, CTR:
Click Through Rate(Prediction), N1T1 Gradients: Computed gradients of Embedding Table 1 from Node 1) The heterogeneous
SmartNIC system targets the memory bottleneck, communication bottleneck, computation bottleneck of forward propagation
and backward propagation (Section 4). A graph algorithm improves the batch data locality (Section 3).

Figure 2: SmartNIC Design and DLRM Challenges

Figure 3: Heteroge-
neous SmartNIC System
Overview

Figure 4: DLRM memory capac-
ity requirements and GPU HBM
growth

their corresponding embedding tables (EMT). Modern DLRMs con-
sume thousands of categorical features with thousands of EMTs;
these are handled by embedding operators. Feature interaction com-
bines the output of the bottom multilayer perception (MLP) and
feeds it into the top MLP for CTR prediction.

Figure 5: Deep Learning Recommendation Model.

2.2 Distributed DLRM System Challenges
The embedding operators are partitioned and distributed to the sys-
tem since their size largely exceeds a single accelerator’s HBM size.
Samples are required to access each partition of embedding param-
eters before performing the next stage, resulting in data-dependent
behavior of the embedding operators. This results in a combination
of model and data parallelism for the distributed DLRMs shown
in Figure 1. In forward propagation, input all-to-all, and embed-
ding all-to-all are required to gather each partition of embedding
parameters for each data-parallel sample group. CTR computation
waits until all embedding operators are gathered for each sample.
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These all-to-alls contribute to the major bottleneck during DLRM
inference. In backward propagation, embedding vector gradients
must be redistributed. Another backward all-to-all is therefore used
to update the embeddings before the next batch iteration starts.
These three all-to-alls are the throughput performance killer of
DLRM training. As the prediction demand rises, the number of
embedding operators grows bigger, and more nodes are added to
meet the increasing query requests. Scalability is thus an urgent
issue that hinders the development of DLRMs.

To satisfy a growing demand for “smart” networks, SmartNICs
with substantial and tightly coupled communication and compute
capability are being widely deployed in data centers. Some Smart-
NICs of interest in this work have anARMprocessor, FPGA, domain-
specific accelerators, and high bandwidth memory [3, 16, 17, 29, 39,
40]. But besides accelerating packet processing, SmartNICs provide
an opportunity for offloading application workloads. Transparent
use of SmartNICs alone, however, only improves point-to-point
communication. Leveraging SmartNICs’ tightly coupled communi-
cation and compute capabilities for applications processing can be
challenging.

2.3 Characteristics of DLRM Data Power Law
Distribution

Figure 6: Power Law Distribution of Datasets

The frequency distribution of a categorical feature’s embedding
follows a power law distribution (as shown in Figure 6). A small
fraction of embeddings results in most of the accesses as, typically,
a large fraction of users is interested in a small number of popular
items, e.g., web pages or movies. This characteristic leads to data
reuse opportunities for the corresponding embedding vectors and
for architectures to exploit the resulting locality to overcome the
DLRM communication bottleneck.

3 GRAPH ALGORITHM
This section discusses a graph algorithm that enhances the data
locality within batches of queries.

3.1 Graph Mini Batch
DLRMs use batches as a processing unit to expose parallelism and
enable high throughput. Although a sample’s sparse features follow
a power law distribution, batches of forward and backward propaga-
tion are formed by sequentially fetching independent. Performance
can be improved further by improving data locality within the
batch: Batches with better data locality can enhance every phase
of DLRM processing with reduced embedding lookup, lower mem-
ory bandwidth pressure and communication volume, and higher
compute efficiency.

Figure 7: Graph Algorithm (T0i0: Embedding Table (EMT) 0,
index 0) Left (blue) table indicates a sample batch that can
be viewed as an incidence matrix. The right (orange) table
indicates the scoreboard ranking popularity of edges in the
hypergraph. A mini batch of samples with high similarity is
generated as input to forward propagation.

Instead of fetching samples sequentially from the dataset, we
perform the graph algorithm to select a mini batch of samples
with high data locality. A larger number of samples is pre-loaded
as the input of the graph batch algorithm to select a group of
closely related samples for the mini batch. In Figure 7, the blue table
indicates the pre-loaded batch of samples that the graph algorithm
uses as input. The table can be viewed as a lookup incidence matrix
with rows of samples and columns of lookup indices.

Based on the lookup incidence matrix, a hypergraph is formed
where samples are nodes and embedding table lookup indices are
edges (see middle graph in Figure 7). Sample nodes are connected
to index edges corresponding to the lookup table. The hyperedges
with higher degrees are formed because DLRM sparse features
follow a power law distribution with a higher chance of multiple
samples looking up the same popular indices. As the lookup table
indicates, embedding table 0 with index 0 (edge T0i0) is requested
by sample nodes 0, 1, 4, 5, 7, and table 1 index 0 (edge T1i0) is
requested by sample nodes 0, 1, 3, 4. The hypergraph is generated
as each of the embedding tables’ indices is iterated. Within the
graph, an edge with high degrees means more data reuse as a single
embedding lookup can serve more sample nodes. Samples nodes
that share more overlapped edges have more similarities (share
more sparse features) with better data locality. The graph algorithm
filters samples that have overlapping embedding lookup indices,
which are indices accessed by a larger number of samples. The graph
algorithm saves lookup requests, reducing all-to-all communication
and reducing memory transfer bandwidth.

The simplified graph algorithm workflow is shown in Algorithm
1. The embedding lookup incidence matrix is generated along with
pre-loading the batch of samples from the dataset with a counter
attached to each embedding index to register the degree of the index
edges. After loading the batch samples, hyperedge degree is sorted
using the edge degree counter. The table on the right indicates the
popularity of the EMT index from top to bottom. Embedding table
0 index 0 (T0i0) is the most popular index with sample nodes 0, 1,
4, 5, and 7 connected with high similarity.

In the real-world case, however, if the mini batch only chooses
samples based on the top edges’ degrees, samples in the mini batch
cannot be closely related as each sample would have more sparse
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Algorithm 1 Graph algorithm
1: Mini_Batch[mini_batch_size]
2: Incidence_Matrix[batch_size][EMT_idx]
3: Hyperedge_Cntr[batch_size]
4: Hyperedge_Threshold = n
5:
6: # Feed samples from dataset to the incidence matrix
7: while len(Incidence_Matrix)<batch_size do
8: Incidence_Matrix← sample
9: Update Hyperedge_Cntr[EMT_idx]
10: end while
11:
12: # Get similar samples
13: Sample_List[batch_size] # Initiated as a priority queue
14: for hyper_edge in
15: sorted(Hyperedge_Cntr[0:Hyperedge_Threshold]) do
16: for sample_id in Hyperedge_Sample[hyper_edge] do
17: Sample_List← sample_id
18: end for
19: end for
20: Mini_Batch← Sample_List[0:mini_batch_size]
21:
22: # Delete mini_batch samples
23: for Sample_id in Mini_Batch do
24: Update Hyperedge_Cntr, Incidence_Matrix
25: end for
26:
27: return Mini_Batch

features. So we introduce the hyperedge threshold that picks the
top 𝑛 popular embedding table indices and does a node selection
that selects the sample nodes that appear most often in these indices.

A priority queue is used to maintain the sample list, which is con-
tinually updated in descending order based on the number of times
each sample appears. During the graph algorithm’s execution, the
priority queue stores sample nodes in the order of decreasing simi-
larity, with the most similar samples at the top of the queue. Upon
completion, the first mini batch size of samples forms a mini batch
and feeds into the forward propagation pipeline. As Figure 7 indi-
cates, edges T0i0 and T1i0 are selected as popular indices. Within
these two indices, sample nodes 0, 1, and 4 appeared most with a
high similarity. The mini batch fetches these three nodes and mini
batch of size 3 is formed. The mini batch samples are deleted from
the lookup incidence matrix and the Hyperedge counter is updated
for the next batch. New samples are fetched from the dataset and
forwarded to the next iteration.

3.2 Refresh Batch
As in the previous section, the graph algorithm always finds the
most similar (sharing sparse features) samples within batches. So
as iterations of the graph algorithm continue, samples that have
less common sparse features are always left in the batch. These
samples are not chosen by the graph algorithm leading to fewer
chances for data reuse. Besides these, the inference of DLRM also
has latency requirements. Samples that are left too long in the batch
is not served and cause users to never hear back from requests.

Figure 8: Similarity of Samples within Mini Batches. The red
circle indicates a batch refresh with new samples.

To address these issues, we introduce a batch refresh mechanism.
The graph algorithm selects samples within the batch one-by-one
until it is empty and then refills the batch from the dataset when
one of the two criteria has been reached. First, we use a downgrade
factor to trace the similarity among the samples in the mini batch
selected by the graph algorithm. As the downgrade factor reaches
a threshold, this means that the similarity of the mini-batch is too
low to form a data reuse opportunity. Batch refresh is triggered to
avoid continuing poor data reuse within the mini batch. Second,
a timing counter is attached to each sample. When any of the
samples has waited too long for service, batch refresh is triggered
to consume the batch and refill with new samples. As shown in
Figure 8, batch similarities are reduced as processing continues.
The red circle means the batch refresh mechanism is triggered to
refresh the samples within the batch.

4 SYSTEM HARDWARE ARCHITECTURE
The scalability of DLRM is the central issue that hinders the rec-
ommendation system’s development as the model size grows even
more significant to provide more accurate predictions. The main
bottlenecks that impact the scalability of DLRM are memory, com-
munication and computation. In this section, we introduce three
aspects of design on SmartNIC for both forward and backward
propagation: local cache, remote cache and SmartNIC computation
kernel, which address those three bottlenecks.

4.1 Forward Propagation
4.1.1 Local Cache. DLRM has a high demand on memory band-
width because the embedding operators request frequent and high
volume embedding table lookups. The embedding tables can also
consume up to terabytes of memory. If the system use a GPU as
an accelerator, the memory bandwidth and capacity requirement
exceed the GPU’s HBM capability. In order to handle the embed-
ding layer, multiple GPUs are aggregated to meet the memory
requirement introduced by the large size embedding tables. Em-
bedding tables are distributed to each GPU’s HBM memory. As in
the previous section, each node receives embedding lookup from
every other node. As the scale of the system grows, and the size
of the DLRM embedding layer grows, embedding lookup requests
increase, which creates more load on the memory. The memory
itself could also be the bottleneck of the system’s scalability as
large numbers of embedding table lookups can introduce signifi-
cant memory access overheads. For large scale GPU-based clusters,
nodes are connected through network interface cards (NICs). Em-
bedding lookup requests are sent through the network, received
by NICs, and sent to the GPUs through PCIe. With more frequent
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requests, the overhead of PCIe and GPU memory access could also
diminish the embedding operator’s performance.

Figure 9: Local cache on the SmartNIC buffers popular em-
beddings. Hits on local cache save lookup requests to the
GPU’s HBM. Dedupe eliminates redundant index lookups.

We introduce local cache on SmartNICs to address the DLRM
memory bottleneck. The local cache can relieve memory pressure
on the GPU by reducing the lookup overhead on the PCIe and GPU
memory accesses. Embedding operator requests are first received
by the SmartNIC and sent to the GPU for lookup. Local cache
on the SmartNIC buffers the lookup result from the GPU. Before
generating the GPU memory lookup index list, the lookup indexes
are checked if it is hit on the local cache on SmartNIC. If yes,
there is no need to send it to the GPU as the embedding vectors
are already on SmartNIC. After the GPU’s memory lookup, the
local cache updates its buffer using the least recently used (LRU)
policy. It is very likely that lookup indices hits on the local cache
because it buffers the most popular indices of the embedding table.
With the introduction of local cache, reduced GPU interruption and
memory pressure alleviate the memory bottleneck of processing
the embedding operator.

Before the input all-to-all phase, each node sends the correspond-
ing embedding lookup based on the distribution of the embedding
table. After the all-to-all, each node receives the lookup requests
from other nodes with batches of lookup indices. Because of the
power law distribution, a large number of duplicated lookups be-
tween nodes and samples take up memory bandwidth. The Dedupe
kernel on the SmartNIC uses a deduplication table to keep a record
of the lookup index with its corresponding source node and sample
ids. The list of lookup indices is checked if it is a hit.

Afterward, a list of lookup indices is summarized and used to
issue a lookup request to the GPU’s memory. If a hit, then the
lookup result is sent to the packet packager to prepare a lookup
result packet and update the local cache (using LRU). If a miss,
indices are temporarily saved to the GPU lookup request table. As
deduplication finishes, lists of lookups are sent to the GPU. When
the GPU sends the lookup result back to SmartNIC, the lookup
vector is inserted into the local cache on SmartNIC updating cache.
The result is formatted by the SmartNIC using the deduplication
table to check its source node and sample index. As lookups from
dedupe finish, the embedding all-to-all phase exchanges lookup
results among the nodes.

4.1.2 Remote Cache. DLRM size is significant because of the em-
bedding operator, which can require terabytes of memory, and is
growing as more embeddings provide more accurate predictions.
Since replicating the entire model on each device is infeasible, a
hybrid model and data parallelism are introduced where the em-
bedding tables are distributed among nodes. A large system can
therefore support a large shared memory capacity and lookup band-
width. As shown in Figure 1, all-to-all communication is needed to
gather each node’s queries and distributing the embedding tables’
lookup results. The all-to-all communication, however, introduces
enormous pressure on the system’s network and grows quadrati-
cally with batch size.

In forward propagation, there are two all-to-all communications.
The input all-to-all requests the embedding table lookup for each
node’s sample queries’ sparse features. The embedding all-to-all
returns embedding lookup results to each of the sample’s original
source nodes. The computation kernels wait until the all-to-all
phase is finished to continue and compute the prediction results.

Figure 10: Remote cache on SmartNIC buffers remote embed-
ding tables. Queries check if a remote embedding is a hit on
the remote cache before issuing the remote lookup request.

We introduce the remote cache on SmartNIC to address the com-
munication bottleneck by reducing the all-to-all communication
workloads. After embedding all-to-all, remote embedding table
lookup results are sent back to the original source node. The re-
sults are buffered by the remote cache on SmartNIC. The remote
cache uses the least recently used (LRU) policy to update the stor-
ing vectors as iteration goes. As the system warms up, the remote
cache on SmartNIC stores the most popular remote embedding
table’s vectors. Figure 10 indicates the workflow of how sample
queries make use of the remote cache. After the graph algorithm
generates mini batch of query samples, samples first check if the
lookup is hit on the remote cache. If it hits, this lookup request
is not needed and can directly get the remote embedding results
from the remote cache. The result is held until embedding all-to-all
finishes. Since DLRM samples follow power law distribution, popu-
lar remote lookup has a higher chance is requested in the future.
The remote cache that buffers the popular embeddings reduces the
unnecessary duplicated remote embedding lookup request. If the
lookup is missed on the remote cache, it is forwarded to the packet
packager for remote lookup.

4.1.3 SmartNICComputation. DLRMgenerally exhibits lower arith-
metic intensity compared to the traditional DNN model. DLRM
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consists of various computations including matrix multiplication,
no-linear activation, and irregular computation like data reshape
matrix flattening, and matrix transposing. These irregular computa-
tions can not use GPU’s hardware resources efficiently as GPUs are
good atmassive parallel scalar computations. The irregular compute
introduces frequent memory copy that takes enormous amounts of
hardware and HBM resources, and can not use the GEMM operator
on the GPU. Kernel calling overheads are another factor that largely
hinders the computation efficiency of accelerators.

We introduce computation and data management kernels (shown
in Figure 11) on SmartNICs to minimize overhead and improve
the GPU’s computation efficiency. After the embedding all-to-all,
each node receives the embedding lookup result from the remote
node and is ready to send the result to the GPU for prediction
calculation. Instead of dumping the unmanaged raw data directly
to the GPU, feature interaction processing, which includes irregular
computation operations, are offloaded to the SmartNIC, which has
dedicated hardware for higher computation efficiency. The raw data
are reorganized by the kernel on the SmartNIC before forwarding
to GPU for computation. The computation kernel on smartNIC
combines the dense and sparse features as a matrix and the matrix
is transposed as the input to feature interaction which uses the
matrix multiplication kernel. After feature interaction processing,
the result is flattened to convert the 2D matrix into a 1D vector,
which is then sent to the GPU for top MLP computation. These
dedicated irregular kernels on smartNIC improve the computation
efficiency and save hardware utilization for GPU.

Figure 11: SmartNIC computation with irregular computa-
tion kernels including data layout transform, matrix trans-
pose, matrix flattening, and element-wise pooling. Remote
cache is updated with the remote embeddings after embed-
ding all-to-all.

4.2 Backward Propagation
DLRM training workflow differs from inference in that synchroniza-
tion is needed between batches of training samples. In backward
propagation, computation kernels for training (training cores) are
implemented and supported in the SmartNIC. Embedding gradients
are calculated after forward propagation and used to update the
embedding table’s value. A backward all-to-all gathers every node’s
partial embedding gradients and collectively updates the distributed
embedding value. The next batch of training samples is issued when
all embedding tables have been updated. A remote cache would not
be effective in training because the cached embeddings are being

updated. The updated embeddings are located in the embedding
table’s original node.

In the forward propagation phase of the training process, the
local cache on the SmartNIC reduces the system memory accessing
pressure. In backward propagation, the SmartNIC computation
kernel improves throughput with two levels of reduction, local and
global, using the reduction computation kernel on the SmartNIC.

Figure 12: Backward propagation local gradient reduction
using SmartNIC computation

4.2.1 Local Gradient Reduction. The embedding gradients are gen-
erated during backward propagation. After the GPU’s gradient cal-
culation, gradients are sent to the SmartNIC for backward all-to-all
communication that updates the corresponding embedding tables.
The DLRM samples adhere to a power law distribution, which in-
creases the likelihood that samples within batches on each node
access the same embedding value and result in repeated updates of
the gradients for those embeddings. The local gradient reduction
kernel combines the gradients for the same embeddings on each
node and calculates the overall gradient for each embedding. After
all samples have been handled, the packet generator packs the up-
dated gradients for each embedding table and sends them to their
destinations. Local gradient reduction kernel reduces the workload
of backward all-to-all and saves GPU overhead.

Figure 13: Backward propagation global gradient reduction
using SmartNIC computation. The gradient is updated both
in the SmartNIC’s local cache and the GPU’s HBM.
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4.2.2 Global Gradient Reduction. After backward all-to-all, each
node has received embedding gradients from every other node. A
table of embedding vector gradients is updated as they are received.
When this is completed, the final gradients are used to update the
embedding table’s value. The local cache is used in the forward
propagation process and stores the embedding vector value from
the GPU’s HBM (using LRU). So the local cache is guaranteed to
have stored the embedding vector that needs to be updated by the
gradients. The final gradient is updated on both the local cache on
the SmartNIC and the GPU’s HBM. The updated local cache buffers
the updated embedding for future batches. With the local cache and
reduction kernel on the SmartNIC, memory bandwidth pressure,
PCIe overhead, and interruption overhead of the GPU’s function
calls are all minimized.

4.3 An Alternate Design
An alternate design was also explored where the entire applica-
tion is offloaded onto the SmartNIC. Even though large amounts
of PCIe, kernel call, and software stack overheads are saved, the
performance does not approach that of the heterogeneous archi-
tecture (with GPU) because of the limited hardware resources and
higher computational capability of the GPU.

5 EVALUATION
5.1 Experimental Setup
The DLRMmodel evaluation is based onMeta Research open source
code [7]. The CPU baseline uses a 16-core 32-thread Intel® Xeon®
Gold 6226R; the GPU baseline uses an Nvidia RTX8000. To evaluate
the SmartNIC hardware, we use an Xilinx Alveo U280 FPGA with
configure hardware implementations of runtime, cache system, and
computation kernels using High Level Synthesis (Vitis HLS 2022.1).
For scalability, we used MPI as the backend for CPU and GPU
evaluation. Multiple Alveo U280 FPGAs are connected through
transceivers as a cluster to evaluate the multi-SmartNIC system.
Since there is no exact heterogeneous SmartNIC-GPU system, we
evaluated the real SmartNIC parameters on the muti-node Alveo
U280 cluster and plugged it into a simulator based on DLRM open-
source code [7] with a GPU as an accelerator.

We evaluated the system using three well-established recommen-
dation model datasets: Criteo Kaggle, Criteo Terabyte and Avazu
for both inference and training. Table 1 shows the parameters of
these datasets.

Table 1: DLRM Datasets Parameters

Dataset Kaggle Terabyte Avazu
Dense Feature 13 13 1
Sparse Feature 26 26 21
EMT Rows 33.8M 226M 9.3M
Row Dim 16 64 16

The evaluation figures use the following abbreviations: BL =
Baseline, GA = Graph Algorithm, LC = Local Cache on SmartNIC,
RC = Remote Cache on SmartNIC, SC = SmartNIC Computation,
FS = Full (complete) SmartNIC system.

5.2 Performance Evaluation
5.2.1 Graph Algorithm. The graph algorithm improves system
performance in inference by 1.2 × on average, with less impact
in training. It is more practical and effective in inference due to
high number and randomness of the query requests in real-time: As
the algorithm rearranges batch clusters of similar queries, system
communication and memory pressure are reduced. In training,
the dataset samples are given with more straightforward data pre-
processing which achieve comparable data locality.

5.2.2 Forward Propagation. This section evaluates the system per-
formance with forward propagation using the graph algorithm,
local cache, remote cache, SmartNIC computation, and full Smart-
NIC centric design.

(1) Local Cache: Figure 16 illustrates the latency speedup of us-
ing local cache and graph algorithm with respect to three datasets.
The forward propagation latency performance is not significantly
impacted by the local cache and the speedup remains steady as the
size increases. This is mainly because batches of the forward propa-
gation are pipelined. The latency of batches is hidden if the lookup
request misses the local cache on the SmartNIC and fetches the
lookup result from GPU. Using the graph algorithm improves the
latency by speedup of average 1.2× of three datasets as it enhances
the data locality within batches, reducing remote communication
and memory access, and thus improving overall latency. Figure 18
shows the Hit/Miss rate of local cache on SmartNIC and GPU’s
memory. As the size of the local cache increases, fewer memory ac-
cesses are needed from the GPU’s memory. The local cache relieves
the memory bandwidth pressure on the GPU.

(2) Remote Cache: Figure 19 shows the latency speedup of for-
ward propagation with Remote Cache on the SmartNIC and graph
algorithm. Remote cache largely caches the remote embedding
lookup because of the power law distribution characteristic. When
the query sample hits the remote cache, the remote cache lookup
communication request is saved, reducing both queries’ latency
and the system’s communication workload, and improving commu-
nication efficiency with less communication congestion. Figure 20
shows saved remote lookup requests using remote cache and graph
algorithm. As the remote cache size increases, more lookups are
saved. Graph algorithm clusters similar samples to reuse lookups
more effectively. Figure 21 shows the decline of the local cache hit
rate as remote cache size increases. This is because embedding table
accesses follow a power law distribution. A larger remote caches
store more popular embedding indices, causing less popular em-
beddings to remain in GPU’s HBM. Queries for remote embeddings
are more likely to request these unpopular embeddings.

(3) SmartNIC Computation: Figure 17 shows the speedup of using
SmartNIC computation in forward propagation. The figure indicates
that there is not a noticeable effect on latency compared to training.
This is because inference batches are processed in a pipeline, and the
main bottlenecks are embedding lookup and communication. The
latency reduction from the SmartNIC irregular computation kernel
only accounts for a small portion of the entire process. However,
during training, SmartNIC computation is important for reducing
gradients, which is described below.

(4) Forward Propagation Overall Speedup: Figure 22 shows the
overall latency speedup of the techniques across three datasets.
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The speedup is higher for Kaggle and Terabyte that for Avazu.
The graph algorithm improves the data locality of samples within
batches and enhances the overall system latency. The figure high-
lights that remote cache and graph algorithm significantly enhance
forward propagation by reducing communication workloads and
increasing data reuse. Fewer communication requests significantly
reduce the all-to-all bottleneck. Meanwhile, local cache and Smart-
NIC computation show limited impact on forward propagation as
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inference batches are processed in a pipeline, hiding the latency
between them. These two techniques mainly alleviate GPU mem-
ory bandwidth pressure, kernel overhead, and hardware resource
utilization.
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Figure 22: Comparison of latency speedup of forward propa-
gation using the graph algorithm, local cache, remote cache,
SmartNIC computation, and the full SmartNIC system.

5.2.3 Backward Propagation. In backward propagation, samples
are trained in sequential batches, with each batch starting only



ICS ’23, June 21–23, 2023, Orlando, FL, USA Anqi Guo, Yuchen Hao, Chunshu Wu, Pouya Haghi, Zhenyu Pan, Min Si, Dingwen Tao, Ang Li, Martin Herbordt, and Tong Geng

after the previous one is completed. During this process, the embed-
ding vectors are updated with gradients computed in the backward
pass. The remote cache is not beneficial in this stage as the cached
embedding vectors become outdated after backward propagation.
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Figure 23: Throughput Speedup of Backward Propagation
Using Local Cache on SmartNIC

Figure 23 shows the training throughput speedup of graph algo-
rithm, local cache, and using SmartNIC compute with three datasets.
As the figure indicates, as local cache size increases, the through-
put increases accordingly. This results from more embedding table
requests being serviced by the local cache of the SmartNIC, reduc-
ing the pressure on GPU memory bandwidth and the embedding
lookup overhead. Figure 24 shows the hit/miss rate of local cache
on SmartNIC.

SmartNIC computation is crucial in improving training through-
put by handling irregular computation and reducing gradient up-
dates shown in figure 23. Two levels of reduction, including gradient
reduction on the local node and global gradients reduction of all
other nodes, are performed on the SmartNIC.

Figure 25 indicates an overall throughput speedup. The graph
algorithm improves the overall throughput speedup by an average
of 1.1×. Local cache improves the throughput speedup by 1.3×.
SmartNIC computation improves the throughput by 1.4×. Overall
the throughput speedup can reach 1.5×.
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Figure 24: Backward Propagation Hit Rate of Local Cache on
SmartNIC. Missing local cache indicates embedding lookup
on the GPU’s HBM.

We also evaluated the effect of batch size on the throughput
speedup with SmartNIC computation shown in figure 26. The
results show that as batch size increases, the speedup becomes
bounded by the computation bottleneck.

5.3 System Scalability
We evaluated the system’s scalability of inference and training using
2, 4, 8, and 16 nodes shown in figure 14 and 15. The embedding
tables are evenly distributed among each node. We use 2-node CPU
MPI as an overall baseline.
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Figure 14 shows inference scalability. We tested the same work-
loads with respect to the number of nodes and found that as the
number of nodes increases, the per-node embedding table size de-
creases resulting in reduced memory bandwidth pressure. However,
communication workloads increase as the node number scales up.
Overall, the inference latency speedup shows better scalability us-
ing techniques on SmartNICs.

Figure 15 shows the scalability of training throughput speedup.
As the system scales out, all-to-all communication and backward
propagation is mainly the bottleneck that limits the scalability of
training throughput. SmartNIC computation plays an important
role in driving the scalability of the system’s throughput speedup.
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Figure 27: Time Breakdown of DLRM Inference and Train-
ing. Overhead includes NIC to GPU PCIe latency, kernel call
overhead, host-to-device, etc. Backward all-to-all refers to
gradient update in backward propagation.

Figure 27 shows a breakdown of these techniques for inference
and training. In inference, all-to-all communication takes nearly
40% of the total time. The local cache on SmartNIC reduces the em-
bedding lookup time. The remote cache saves a significant amount
of all-to-all communication time, as popular embeddings are stored
locally on the SmartNIC and do not require communication re-
quests. Both the local cache and remote cache eliminate overhead,
e.g., the host-to-NIC latency via the PCIe bus. In training, SmartNIC
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computation reduces both backward all-to-all for gradients update
and irregular computation latency.

6 RELATEDWORK
Commercial FPGA-based SmartNICs have been released by vari-
ous vendors. AMD’s offerings include the Alveo U25 [39] and the
SN1000 [40] SmartNIC with FPGA programmable logic and an ARM
core. Intel’s include the Infrastructure Processing Unit (Intel IPU)
[16] and the Intel FPGA SmartNIC [17]. Nvidia provides the DPU
[29] for data center AI and networking workloads. Broadcom’s
Stingray SmartNIC [3] has an 8-core ARM CPU and a P4 packet
processing engine. See also [2, 34] for surveys.

SmartNICs are being used as computation resources to offload
networking functions and applications. Catapult [4] uses FPGA-
based network solution to offload network applications and certain
AI applications. Work by [18] proposed a configurable network
protocol on intelligent NICs. COPA [21] provides a software/hard-
ware framework that makes the underlying FPGA hardware (Smart-
NIC device) agnostic to middleware. FCsN [9, 10] proposed a high-
performance FPGA centric SmartNIC framework, which supports
domain-specific computation, low-latency communication, and
host-detached scheduling. FAST extends some of these capabilities
to a switch-attached configuration [12, 13]. INCA [31] provides
general-purpose compute capabilities for SmartNICs that can be
utilized when the network is inactive. sPIN [15] provides a portable
programming model to offload simple packet processing.

DLRM requires highmemory bandwidth and capacity [23, 37, 41–
43]. Hashing functions are optimized in work by Weinberger, et
al. [37]. Sethi, et al. [33] optimizes embedding partitioning and
placement techniques. Lim, et al. and Lin et al. [24, 25] use various
quantization schemes to reduce communication volume. These
studies address embedding operators using software and algorithm
solutions that do not fundamentally solve the DLRM bottleneck in
a hardware aspect.

Much attention is given to using GPUs as computation accelera-
tors. Mudigere, et al. [26] introduced a software-hardware co-design
system using GPU for distributed training. Kwon, et al. [22] pro-
posed a software runtime system that manages GPU DRM as a
fast “scratchpad.” Other work explores using storage technology to
enhance the performance embedding operator of DLRM. Eisenman,
et al. [6] present a storage system that reduces the DRAM footprint
using Non-volatile Memory. Wilkening, et al. [38] proposed a near
data processing solution that improves the performance of under-
lying SSD storage for embedding table operators. These studies,
however, are not focused on the communication bottleneck that
arises as the DLRM scales up. Zhu, et al. [44] present an FPGA
cluster for recommendation inference for embedding lookups and
computation. Jiang, et al. [19] proposed a recommendation infer-
ence engine using FPGAs’ high bandwidth memory and a pipelined
dataflow. These studies do not target scalability as the recommen-
dation model grows.

7 CONCLUSION
Processing DLRMs is one of the important applications in large-
scale online services as DLRMs have evolved into the single largest
machine learning application. The software-hardware co-design

heterogeneous SmartNIC system targets the scalability challenges
of DLRM processing, including communication, memory, and com-
putation. The graph algorithm clusters similar queries into batches
resulting in higher system efficiency and performance. This sys-
tem pushes the performance boundary of current software and
hardware platforms.
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