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Big Data Problem for HPC Applications
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Compressions in Need on GPUs

Applications are ever-increasingly 
accelerated on GPUs, e.g.,
• Large-scale scientific simulation 

applications
• Large deep learning models

To optimize, we need to 
• Reduce GPU memory footprint
• Speed up CPU-GPU data transfers

Jin, Sian, et al. "Comet: a novel memory-efficient deep learning training framework by using error-bounded lossy 
compression." arXiv preprint arXiv:2111.09562 (2021).
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Data Compression: Lossy
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• Not suitable for communication because 
of the error accumulation

• Application specific, error needs to be 
tuned by user

• Most lossy compressors integrate 
one or two lossless compressors 
in their pipeline to achieve higher 
compression ratio (CR)

JPEG image compression.
Quality low to high from left to right.
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Data Compression: Lossless

• Lossless compressors have two main 
kinds: entropy encoder and 
dictionary-based encoder

• LZ family compressors are 
dictionary-based encoders

• Widely seen in industry 
compressors ,e.g., GIF, PNG, gzip, 
7zip, and Zstandard.

• LZSS is a variation of the very first LZ 
family compressor, the LZ77 
compressor. It generally has higher 
compression ratio.

Page number

Zstandard
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Sliding window is a buffer (of size 𝑊. 
The window is empty at the beginning, 
then grows to size 𝑊 as the input 
stream is processed, and “slides” along 
with the coding position.

Offset: 11

Length: 7

LZSS Algorithm

Page number

Pointer contains two numbers: the first 
one is the starting offset, and the second 
one is the length of the match. 
Literal represents the current byte if there 
is no match.

(1)
(2)

(3)
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• CULZSS has a few performance-impacting issues
• No support of multi-byte data
• Fixed data chunk size
• Fixed sliding window size
• Under-utilization of shared memory
• CPU encoding

• 17.04 milliseconds for GPU 

kernels time
• 387.62 milliseconds for end-

to-end time
• The Kernel time is only 4.4% of 

the end-to-end time.

Actual Encode Time

Issues of SOTA GPU Based LZSS

Page number
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GPULZ has 3 algorithm level optimizations
• Explore optimal workflow.
• Two-pass prefix-sum with kernel fusion.
• Multi-byte matching approach.
Three main kernels in gpulz
Two-level data partition:
• Partition dataset into blocks to fit the GPU 

global memory
• Partition blocks into chunks to fit the GPU 

shared memory

GPULZ: Redesigned LZSS on GPUs

Page number
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• Redesign the pipeline to be fully 
operated on GPU to save CPU-GPU 
data transfer time

• Integrate matching kernel and 
encoding kernel to reuse the shared 
memory hence reducing the global 
memory access overhead

• Propose deflate kernel to solve the 
discontinuous memory address

Optimal Workflow

Page number
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• Local prefix sum: enable the integration 
of matching and encoding
• Global prefix sum: add an implicit global 
synchronization

cub::DeviceScan::ExclusiveSum()

Two-Pass Prefix-Sum

Page number

https://nvlabs.github.io/cub/structcub_1_1_device_scan.html
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Redesign the matching strategy 
• Find matches for multi-byte 

symbols instead of single bytes 
• To gain potential compression 

ratio improvement 
• To gain compression throughput 

increase

UINT8 UINT8 UINT8 UINT8 UINT8 UINT8 UINT8 UINT8

UINT16 UINT16 UINT16 UINT16

UINT32 UINT32

the same 
input stream

Multi-byte Matching

Dynamically apply multi/single-byte approach
• Multi-byte approach to low-CR dataset may 

cause decrease in compression ratio
• When the actual match length is longer 

than window size, the compression ratio 
will increase

Page number
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Evaluation: Setup

Metrics
• Compression ratio (CR)
• Compression throughput 

(“throughput”)
Datasets
• TPC-H benchmark
• SDRBench
Baselines
• CULZSS
• nvCOMP’s LZ4

IU BigRed 200 HPC Cluster node
• 2x 64-core AMD EPYC 7742 CPUs at 

2.25GHz .

• 4 NVIDIA Ampere A100 GPUs (108 
SMs, 40GB), CUDA 11.4.120.

Workstation

• 2x 28-core Intel Xeon Gold 6238R 
CPUs at 2.20GHz.

• 2x NVIDIA GTX A4000 GPUs (40 SMs, 
16 GB), CUDA 11.7.99.
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Evaluation: Impacts on CR
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Compression ratio (CR) of 
gpuLZ. Note that some fields 
are noted as “n/a” due to out 
of the limited shared 
memory. 
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Evaluation: Impacts on CR
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Compression ratio (CR) of 
gpuLZ. Note that some fields 
are noted as “n/a” due to out 
of the limited shared 
memory. 
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Evaluation: Impacts on CR
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Chunk size C
• 1.02x compression ratio
• 1.33× throughput with 

smaller C.
Window size W
• 1.4x compression ratio
• 3.9× throughput with 

smaller W
Symbol length S
• Compression ratio 

improvement varies
• 4.5× throughput with 

larger S



ICS ’23 June 23, 2023 GPULZ

Evaluation: Impacts on Throughput
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Chunk size C
• 1.02x compression ratio
• 1.33× throughput with 

smaller C.
Window size W
• 1.4x compression ratio
• 3.9× throughput with 

smaller W
Symbol length S
• Compression ratio 

improvement varies
• 4.5× throughput with 

larger S
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GPULZ throughput speedup 
on A4000 (best case)
• 272.1× over CULZSS
• 8.7× over nvCOMP-LZ4

GPULZ has an up to 
§ 1.4× CR compared to 

CULZSS
§ 2.1× CR over nvCOMP’s 

LZ4

Evaluation: Comparison with SOTA Works

Page number
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• Applied as a last step lossless 
encoder in cuSZ

• Improvement of compression 
ratio of 1.9x ~ 8.7x on 
average

• CPU SZ on 32 cores has a 
throughput of 2 ~ 3 GB/s but 
the overall throughput is 
limited by CPU GPU data 
movement

A Use-case of GPULZ

Page number
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Conclusion & Future Work

In this paper, we propose a series of 
optimizations on LZSS algorithms for multi- 
byte data on GPUs. Specifically, 
1. We develop a new strategy for multi- 

byte pattern matching, 
2. We explore the optimal workflow
3. We optimize the prefix-sum operation, 
4. and fuse multiple GPU kernels to 

improve both compression ratio and 
throughput

gpuLZ achieves up to 272.1× speedup and 
up to 1.4× higher compression ratio over 
state-of-the-art solutions. 

In the future, we plan to 

1. evaluate gpuLZ on more multi-byte 
datasets. We will attempt to develop 
an analytical model for searching the 
optimal parameter combination for 
different datasets. 

2. In addition, we will integrate gpuLZ 
into more data-intensive 
applications running on different 
parallel and distributed systems. 

3. adapt gpuLZ to other GPU platforms 
by using code translation tools such 
as HIPFY for AMD GPUs and 
SYCLomatic for Intel GPUs
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