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Abstract—Graph mining is an important data analysis
methodology, but struggles as the input graph size increases.
The scalability and usability challenges posed by such large
graphs make it imperative to sample the input graph and
reduce its size. The critical challenge in sampling is to identify
the appropriate algorithm to insure the resulting analysis
does not suffer heavily from the data reduction. Predicting
the expected performance degradation for a given graph and
sampling algorithm is also useful. In this paper, we present
different sampling approaches for graph mining applications
such as Frequent Subgrpah Mining (FSM), and Community
Detection (CD). We explore graph metrics such as PageRank,
Triangles, and Diversity to sample a graph and conclude
that for heterogeneous graphs Triangles and Diversity perform
better than degree based metrics. We also present two new
sampling variations for targeted graph mining applications. We
present empirical results to show that knowledge of the target
application, along with input graph properties can be used
to select the best sampling algorithm. We also conclude that
performance degradation is an abrupt, rather than gradual
phenomena, as the sample size decreases. We present the
empirical results to show that the performance degradation
follows a logistic function. Original Datasets, implementation
of sampling algorithms, and results are available online. 1
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I. INTRODUCTION

Graphs are a natural and flexible representation of a set of

entities and the relationships among them. Recent advance-

ments in the fields of social science, process automation, and

mobile computing have increased the interest in the fields of

graph theory, graph modeling, and graph mining. However,

the ever-increasing size of graphs from these domains has

made scalability a challenge.

Graph Mining is the process of extracting knowledge from

semi-structured graph datasets. The graph structure is as

important as the attributes of the entities involved. Different

graph mining operations are of interest such as Frequent

Subgraph Mining, Community Detection, and Clustering.

Each of these operations relies on different aspects of

the input graph, and different graph properties affect the

correctness and performance of the operations. Sampling

1https://github.com/streaming-graphs/NOUS/tree/master/Sampling

Figure 1. Performance Quadrants

is the technique to generate a smaller representative graph

that can be used for the purpose of analysis instead of the

original graph. There is a plethora of sampling techniques,

each preserving some properties of the graph. The optimal

sampling algorithm is the one that generates smaller graphs

with high accuracy, high quality, and low analysis run-time.

Our contribution is to present the impact of input graph

properties and application characteristics on the sampling

process. We discuss the major approaches and their trade-

offs for given graph properties. We present empirical re-

sults to show that application-specific sampling approaches

can generate sampled graphs with improved accuracy and

runtime metrics as shown in Figure 1. We find that graph

metrics such as motif and diversity can be used to sample

heterogeneous graphs and that they perform better than

degree based metrics as shown in Table I. Degree-based met-

rics such as NodeRank and PageRank are easy to calculate

and can be used for homogeneous graphs. We conclude that

a logistic function represents the performance degradation

behavior. We measure that for some dense graphs it is pos-

sible to reduce problem size by 20%-30% without incurring

more than 5% loss in accuracy. We present our results

using three real-world graph datasets: (Citeseer, Internet P2P,

Microsoft Academic Graph). We compare our approach with

existing sampling methods such as Random, Sample and

Hold, and Forest Fire.

Several approaches to graph sampling have been proposed

in the literature. Al Hasan et al. [1] propose a generic sam-
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Density Heterogeneity Metric(s)

Low Low Degree, PageRank
High Low PageRank
Low High Triangle, Diversity
High High Triangle

Table I
GRAPH METRICS FOR SAMPLING

pling framework that is based on the Metropolis-Hastings

algorithm to sample the output space of frequent subgraphs

[1]. Leskovec et al. [2] provide insight about required

sample size, sampling method to use, and novel metrics to

measure the goodness of the sampling method. Zou et al.

[3] evaluate different sampling techniques and also provide

sampling algorithms for Frequent Subgraph Mining (FSM)

applications, similar to this research. However, our research

reaches beyond the quantitative analysis of specialized sam-

pling algorithms and attempts to predict the performance

degradation and optimal sample size.

Gao et al. [4] propose Uniform Random Edge (URE)

sampling to generate a sampled graph that accurately ap-

proximates various graph properties such as cut-set, volume,

association, complement volume, and complement asso-

ciation. They present empirical results of their sampling

approach on common graph mining tasks such as PageRank

and Community Detection. Ahmed et al. [5] propose a

generic stream sampling framework for big-graph analytics,

called Graph Sample and Hold (gSH), which samples from

massive graphs sequentially in a single pass, one edge at

a time. There has been some recent work in Task-Driven
Sampling that performs sampling for a specific task. Maiya

et al. [6] propose a stratified sampling approach to identify

community structure in the graph. Venu et al. [7] present

a graph sparsification process for graph clustering. Our

approach focuses on the graph properties and heterogeneity

of the graph to identify the best sampling strategy.

II. GRAPH SAMPLING APPROACHES

A fundamental goal of any sampling approach is to create

a representative sample of the input data. The selection of

sampling method, sample size, and the stability of the sam-

pled dataset as the sample size changes [2] are some of the

parameters influencing sampling validity and performance.

Some of the general purpose sampling approaches such as

Random Sampling [8], Random Walk [9], and Forest Fire

[10] are applicable to a wide range of applications and

datasets.

All of the general purpose sampling approaches do not

consider the target application and its requirements as one

of the parameters. Many applications rely on specific graph

properties. Graph Mining applications are dependent on

graph structure, edge distribution, node distribution, edge

growth rate, relative sub-graph frequency, etc. It is a process

of identifying trends, signatures, and a summary of the

graph. These are the examples of a comparative analysis that

relies on the relative change in the graph properties rather

than the absolute value of them. It is possible to exploit these

characteristics while sampling a graph for a specific graph

mining application.

FSM extracts frequent subgraphs relative to a support

threshold. Intuitively for a given smaller graph, we can

expect the same frequent subgraphs for a smaller threshold.

Similarly, Community Detection identifies disjoint partitions

of the vertices for a given size graph. For an optimal sample

of the original graph, many of these communities should still

exist although with weaker modularity.

This research concentrates on creating multi-dimensional

sampling strategies keeping the target application in mind.

The extent of the sampling impact on these applications is

a topic of interest for this research. We focus on the FSM

and CD applications and produce empirical results about

the effect of various sampling approaches on them. We use

Accuracy, Run Time, and Interestingness as the metrics to

compare the performance of a sampled graph with respect

to the original graph.

A. Node Frequency Based Sampling Algorithm

We introduce the Node Frequency-based Sampling (NFS)

algorithm as a variant of Random Sampling. NFS samples

an input graph based on the frequencies of the source and

destination nodes of every edge. NFS works in two phases.

In the first phase it computes the degree distribution for all

the nodes. In phase one, NFS also identifies a sub-set of

the nodes based on a range of the most and least available

nodes in the graph. In the second phase, the same graph is

traversed edge-by-edge and every edge is probabilistically

skipped if the source and destination nodes of the edge are

part of the subset created in phase 1.

This approach aggressively removes nodes but at the same

time it has minimal negative impact on the correctness

and performance of the FSM application. It removes some

high frequency edges without changing the frequent status

of a pattern. Similarly least frequent edges are also safely

removed. The only patterns which rely on few low frequency

edges, such as a bridge edge are prone to be tagged as non-
frequent. A configurable scalar variable accelerator is also

used to increase the rate at which nodes are excluded from

the sampled graph. It is set to a default value of 1.

Similarly, it is possible to remove some high frequency

nodes without changing the community structure. It does

reduce the community size, but the reduction is proportional

to the original community size. Algorithms 1, and 2 show the

pseudo-code of major components of the NFS algorithms.

Algorithm 1 RangeAccelerator(G,R, α)

1: nd = vertexDegree(G)
2: Vs = {v in V(G) s.t. d(v) < R or d(v) > (100-R) }
3: Gs = SampleGraph(G, Vs, α)
4: return Gs
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Algorithm 2 SampleGraph(G, Vs, α)

1: Gout = Empty Graph

2: for each e(u, v) ∈ G do
3: if u in Vs OR v in Vs then
4: P = α ∗max(d(u), d(v))/|E(G)|
5: if random(0,1) > P then
6: add e to Gout

7: else
8: skip e

B. Sample And Hold Algorithm
We also introduce a variant of NFS that uses the graph

sample and hold technique [5]. Graph Sample and Hold

is a one-pass algorithm that scans incoming edges one-by-

one. For each incoming edge, the edge is identified as to

whether the source or destination vertex of the edge is in

the set of visible vertices so far. Sample and Hold algorithm

sampling is governed by two scalar values p and q. If the

edge is identified, it is selected using a probability q else it

is selected with probability p.

C. Range With Sample Hold
RangeWithSampleHold is an improved version of the

Graph Sample and Hold algorithm. In addition to the p and q
it also uses a range parameter to identify graph vertices with

degree in either very high or low value range. Algorithm 3

shows the pseudo-code of the approach.

Algorithm 3 RangeWithSampleHold(G,R, p, q)

1: Vvis = φ
2: Gout = φ
3: for each e(u, v) ∈ E(G) do
4: if v in V (G) s.t. (d(v) <R ) ∨ (d(v) > (100-R))

then
5: if u in Vvis OR v in Vvis then
6: Add edge to Gout with probability q
7: Add u,v to Vvis

8: else
9: Add edge to Gout with probability p

10: Add u,v to Vvis

This algorithm processes every graph edge for which the

associated nodes appear in the higher or lower range of the

degree distribution. All such edges are either retained in or

excluded from the output graph using the sample and hold

approach.

D. Non-degree based Graph Sampling
All the methods above use degree distribution of the graph

for the sampling. We identified that as the diversity and

heterogeneity of the graph increases, other graph metrics

case be use to sample the graph. We developed abstract

version of the sampling approaches that takes a graph metric,

and a filter function to sample the same graph. We looked

at PageRank, Triangles, and Diversity of a given vertex to

include or skip it in the sampled graph. It does require a

preprocessing step where the graph metrics is calculated.

The Microsoft Academic Graph [11] is a heterogeneous

graph used for this analysis and the results presented in the

Experiment section show that diversity, and triangle based

sampling performs better than degree based sampling.

III. EXPERIMENTS

Experimentation is done on a 3.1 GHz Intel Core i5

OS X Yosemite machine with 16GB DDR3 RAM and 4

Cores. Apache Spark is used to load the graph and compute

graph statistics such as degree, page rank, diversity, and

number of triangles. GraMi [12] and NOUS [13] are used

as the frequent subgraph mining tool. Multiple runs of the

algorithms are executed using different datasets to confirm

the research findings and remove any dataset bias.

Community Detection experimentation is done using the

C++ implementation of the Louvain method [14]. Sample-
HoldRange sampling is applied to create different sampled

datasets of the original graph.

A. Citeseer Dataset
The Citeseer dataset [15] represents the citation network

among research papers from. This network categorizes 3,312

papers into six domains and the interaction is represented

by 4,782 edges. Five different sampling algorithms 1) Ran-

dom Sampling, 2) SampleHold, 3) Range with Accelerator,

4) RangeWithSampleHold, and 5) ForestFire are used to

generate multiple sampled graphs for each algorithm. All

the relevant parameters such as p, q, R, α are varied in data

generation scripts to create different size graphs. Resultant

sampled graphs are used as an input to the FSM application

using the GraMi.
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Figure 2. Citeseer Dataset Sampling Results

As expected, a high value of p generates an aggressively

sampled graph with more than 70% edges of the original

graph. Whereas a low value of p yields a graph with size

dependent on the q value.

We also observed that the graph sampling is more sensi-

tive to p than q. For a given p, the rate of decrease in the

correctness is proportional to the decrease in the value of q.

For a given q, the number of identified frequent patterns

decreases sharply as p decreases. As shown in Figure 2

we observe that application specific SampleHold sampling

performs better than general purpose Random Sampling.

Also for any sampled graph size, the SampleHoldRange
sampling approach performs better than SampleHold for the

accuracy metric.
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Figure 3. Citeseer Dataset Runtime Results
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Figure 4. Performance over 30 Iterations

In addition to the accuracy metric shown above, run-time

is also recorded for the Citeseer dataset in Figure 3. At the

initial decrease in the sampling percentage of a sparse graph,

the run-time decreases sharply similar to the sharp decrease

in the accuracy shown in Figure 2. Gradually the run-

time plot flattens as the sampled graph size decreases. The

RangeWithSampleHold and SampleHold algorithms attain

better results than any other sampling algorithm. Analysis

stability is confirmed by multiple iterations of the experiment

reaffirming the expected trends as shown in Figure 4.

Quality of result is another important performance metric

while selecting a sampling algorithm. We analyzed the

quality as an information theoretic measure that represents

the loss of interesting patterns in the sampled graph. We

are interested to discover how the sampling approaches

perform in preserving larger size patterns. It is easy to

retain smaller-size patterns as we reduce the sample size,

but larger size patterns are the first ones to disappear. There

is no strong conclusion that any of the mentioned algorithms

retain larger size patterns. Although RangeAccelerator and

RangeSampleHold do a slightly better job. For the existing

algorithms, the larger size patterns disappear very early in

the sampling process whereas for the suggested algorithms

they do show up even for smaller size graphs and disappear

gradually as shown in Figure 5.

We now turn to the Community Detection task and

evaluate impact of the different sampling methods on this

task. RangeWithSampleHold sampling algorithm is used to

generate sampled graphs in edge list format. Multiple such

graphs are used to generate communities using the Louvain

Figure 5. Citeseer Dataset Quality Results
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Figure 6. Community Detection Quality using RangeWithSampleHold

method. Louvain is an iterative method and it generates

communities at the end of each iteration. These iterations

are called ”Levels” where Level 1 represents each vertex in

its individual community. In every subsequent iteration, each

vertex is either re-assigned to a neighbor community or kept

in its original community.

Pairwise comparison of the community IDs of neighbor-

ing vertices is used to quantify the sampling effect on the

quality of the community detection. A one-pass algorithm

iterates over all the vertices sequentially and the quality is

defined as a fraction of preserved community pairs.

Normalize Accuracy is used as the performance metric. It

is calculated as a ratio of the number of discovered commu-

nities to the total number of communities in the original

graph at a given level. Figure 6 shows that community

detection algorithms show a linear reduction in the accuracy

with sample size. The number of communities formed by

lesser numbers of vertices is less sensitive to the input graph

size.
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The majority of real-world graph datasets are found to

be sparse in nature such as the above mentioned dataset.

In absence of a perfect sampling algorithm a sudden drop

in the frequent subgraphs is observed as more and more

edges are excluded from the sampled graph. Empirical re-

sults show that RangeWithSampleHold performs better than

various other sampling algorithms. For a given sample size,

it identifies more frequent patterns. The following subsection

shows that the RangeWithSampleHold algorithm can also be

applied to dense graphs.

B. Internet peer-to-peer network

The Gnutella peer-to-peer network from August 5, 2002

[16] is a dense graph which is a sequence of snapshots of the

Gnutella peer-to-peer file sharing network. Nodes represent

hosts in the Gnutella network topology and edges represent

connections between the Gnutella hosts. This graph contains

8846 nodes and 31839 edges with an average degree close

to ten. RangeWithSampleHold algorithm is used to create

multiple sampled graphs. NOUS [13] is used to identify

frequent patterns as a function of sampled graph size. To

observe the impact of graph density on sampling perfor-

mance, the original dense graph is inflated further by adding

random edges to the graph. All such induced graphs are

also mined by NOUS to identify frequent sub-graphs. The

experiment is repeated at different support values. Figure 7

shows the performance trends for the Gnutella p2p graph

with average degree as 50. Different support values used

are 250, 2000, and 4500. Corresponding trends are labeled

as S250 D50, S200 D50, and S4500 D50, respectively.

Similarly Figure 8 shows the performance trends for the

original Gnutella p2p network of average degree 10.
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Figure 7. Modified P2P Dense Network Dataset Sampling Results

For a given dense graph the performance trends can be

categorized in different zones. These trends have a boundary

where the sample graph size is either closer to original graph

size or an empty graph. As shown in Figures 7 and 8, it

can be interpreted as three such zones. In Figure 7, plots

S250 DS50 and S2000 DS5 show that the effective cor-

rectness of the mining operations exhibit very little change

when the sampled graph size is either closer to original

graph size or an empty graph. For a given appropriate
support value the correctness does not degrade as the sample

size is reduced because the exclusion of many edges does

not force a frequent pattern to be an infrequent one. Here

an appropriate support value is a dataset-specific integer

number that produces many interesting patterns. For a very

low support value, this behavior extends to an even lower

range of sampled dataset size. For a higher support value, a

sudden drop is expected because every excluded edge may

force a specific frequent pattern to become infrequent.
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Figure 8. P2P Network Sampling Results at Different Support Values

C. Microsoft Academic Graph (MAG)
The Microsoft Academic Graph [11] is a heterogeneous

graph containing scientific publication records, citation re-

lationships between those publications, as well as authors,

institutions, journals, conferences, and fields of study. We

constructed a graph of all the papers published in VLDB,

SIGKDD, and CIKM conference in the year 2010. It is a

dense graph of 10K nodes and 40K edges. We picked the

best performing degree based sampling algorithm Range-

SampleHold and swap different graph metrics with degree

distribution of the graph used in line 4 of the algorithm

RangeWithSampleHold. Results show that diversity and tri-

angle based sampling perform better than the degree based

sampling consistently as shown in Figure 9. Triangle based

sampling is also found to be more sensitive towards star

shape patterns than multi-hop patterns.
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Figure 9. Degree and Non-degree based Sampling

D. Predictive Modeling for Expected Correctness
Experiments above corroborate the expected trend that

the application specific sampling methods perform better

than general purpose methods. It is also evident that the

dense graphs can be sampled more aggressively than a

sparse graph. To generalize the observations it is important

to identify a multi-dimensional function that can predict

the expected correctness of the output. We observe that the
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logistic function of the form:

f(x) = a/(1 + be−cx) (1)

best fits the empirical results. Coefficients of the logistic

function also exhibit a trend over graph properties. Sam-

pling a dense graph shows a slow rate of decrease in the

correctness, and this leads to higher values of a, b, and lower

values of c. In preliminary results all the coefficients show

a linearly decreasing trend as the graph density decreases.

Future work will find different functions to predict values

of a, b, and c.

IV. CONCLUSIONS

Graph Mining is a complex and challenging topic given

the huge volume of available structured data. Many do-

mains deal with high volume, high velocity, heterogeneous

data. These domains can benefit from the extra knowledge

about the underlying graph mining algorithm and its data

requirements. This research provides extra knowledge that

is useful for domain-users to make intelligent trade-offs

about scalability and accuracy. This research shows that

for some dense graphs it is possible to reduce problem

size by 20%-30% without incurring more than 5% loss

in accuracy. This guidance is valuable when combinatorial

complexities of graph mining operations make it difficult

to perform the analysis at scale. The graph properties also

influence the sampled output and they can be factored into

the trade-off function. This research finds a logistic function

best represents the trend and is valuable for the users in

deciding how to interpret their results and how to extrapolate

improvements in results if problem size is increased.

Future work will use graph metrics to develop a machine

learning model to predict optimal sample size. We will use

billion scale stochastic Kronecker Graphs for the training.

We will also improve upon existing sampling algorithms.

V. ACKNOWLEDGMENT

This material is based on work supported by the National

Science Foundation under Grant No. 1646640. The research

is also partially supported by the Analysis in Motion Ini-

tiative at Pacific Northwest National Laboratory. We thank

Khushbu Agarwal at PNNL for her help in preparing the

MAG Dataset.

REFERENCES

[1] M. Al Hasan and M. J. Zaki, “Output space sampling for
graph patterns,” Proceedings of the VLDB Endowment, vol. 2,
no. 1, pp. 730–741, 2009.

[2] J. Leskovec and C. Faloutsos, “Sampling from large graphs,”
in Proceedings of the 12th ACM SIGKDD international
conference on Knowledge discovery and data mining. ACM,
2006, pp. 631–636.

[3] R. Zou and L. B. Holder, “Frequent subgraph mining on a
single large graph using sampling techniques,” in Proceedings
of the eighth workshop on mining and learning with graphs.
ACM, 2010, pp. 171–178.

[4] R. Gao, H. Xu, P. Hu, and W. C. Lau, “Accelerating graph
mining algorithms via uniform random edge sampling.”

[5] N. K. Ahmed, N. Duffield, J. Neville, and R. Kompella,
“Graph sample and hold: A framework for big-graph analyt-
ics,” in Proceedings of the 20th ACM SIGKDD international
conference on Knowledge discovery and data mining. ACM,
2014, pp. 1446–1455.

[6] A. S. Maiya and T. Y. Berger-Wolf, “Sampling community
structure,” in Proceedings of the 19th international conference
on World wide web. ACM, 2010, pp. 701–710.

[7] V. Satuluri, S. Parthasarathy, and Y. Ruan, “Local graph spar-
sification for scalable clustering,” in Proceedings of the 2011
ACM SIGMOD International Conference on Management of
data. ACM, 2011, pp. 721–732.

[8] M. P. Stumpf, C. Wiuf, and R. M. May, “Subnets of scale-free
networks are not scale-free: sampling properties of networks,”
Proceedings of the National Academy of Sciences of the
United States of America, vol. 102, no. 12, pp. 4221–4224,
2005.

[9] W. Wei, J. Erenrich, and B. Selman, “Towards efficient
sampling: Exploiting random walk strategies,” 2004.

[10] J. Leskovec, J. Kleinberg, and C. Faloutsos, “Graphs over
time: densification laws, shrinking diameters and possible
explanations,” in Proceedings of the eleventh ACM SIGKDD
international conference on Knowledge discovery in data
mining. ACM, 2005, pp. 177–187.

[11] A. Sinha, Z. Shen, Y. Song, H. Ma, D. Eide, B.-j. P. Hsu, and
K. Wang, “An overview of microsoft academic service (mas)
and applications,” in Proceedings of the 24th international
conference on world wide web. ACM, 2015, pp. 243–246.

[12] M. Elseidy, E. Abdelhamid, S. Skiadopoulos, and P. Kalnis,
“Grami: Frequent subgraph and pattern mining in a single
large graph,” Proceedings of the VLDB Endowment, vol. 7,
no. 7, pp. 517–528, 2014.

[13] S. Choudhury, K. Agarwal, S. Purohit, B. Zhang, M. Pirrung,
W. Smith, and M. Thomas, “Nous: Construction and querying
of dynamic knowledge graphs,” in Data Engineering (ICDE),
2017 IEEE 33rd International Conference on. IEEE, 2017.

[14] V. D. Blondel, J.-L. Guillaume, R. Lambiotte, and E. Lefeb-
vre, “Fast unfolding of communities in large networks,”
Journal of statistical mechanics: theory and experiment, vol.
2008, no. 10, p. P10008, 2008.

[15] “Citeseer Dataset,” https://linqs.soe.ucsc.edu/node/236, ac-
cessed: 2017-08-18.

[16] J. Leskovec and A. Krevl, “SNAP Datasets: Stanford large
network dataset collection,” http://snap.stanford.edu/data, Jun.
2014.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


