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Incorporating the G-TFSF Concept into the Analytic
Field Propagation TFSF Method

John B. Schneider, Senior Member, IEEE, and Zhen Chen, Student Member, IEEE

Abstract—Previously, Anantha and Taflove reported a gen-
eralized total-field/scattered-field (G-TFSF) formulation that
was developed to facilitate the study of infinite scatterers, such
as wedges [IEEE Trans. Antennas and Propag., vol. 50, no. 10,
1337–1349, Oct. 2002]. The G-TFSF formulation relied upon
having the TFSF boundary embedded within a perfectly matched
layer (PML). To account for the PML, the incident-field terms
that appear in the update equations for nodes adjacent to the
TFSF boundary were scaled by a constant in accordance with the
amount of attenuation produced by the PML. In this work we
describe how the analytic field propagation TFSF (AFP TFSF)
formulation can be used in a G-TFSF-like way. This new approach
possesses various advantages over the previously presented work.
For example, owing to the dispersion inherent in PML’s, the spec-
tral components of pulsed excitation propagate at the different
speeds within the PML. This dispersive behavior can be accom-
modated in the AFP-based formulation but not in the original
G-TFSF implementation. Additionally, the AFP-based technique
can directly model the infinite nature of objects, such as wedges,
so that corners need not be embedded within the PML.

Index Terms—FDTD methods.

I. INTRODUCTION

I N finite-difference time-domain (FDTD) simulations the
total-field/scattered-field (TFSF) boundary separates the

computational grid into two regions: a total-field region (that
contains the incident and scattered fields) and a scattered-field
region (that contains only the scattered field). In addition to
confining the incident field within the total-field region, the
TFSF boundary can, in principle, be used to introduce any type
of incident field into the FDTD grid. In practice, however, the
TFSF boundary is used almost exclusively to introduce plane
wave excitation.

The original formulations of the TFSF boundary date back to
the early 1980’s [1], [2]. The TFSF boundary is implemented
by subtracting the incident field from, and adding the incident
field to, the update equation for nodes that are both adjacent to
and tangential to the boundary (addition is done to nodes on
one side of the boundary while subtraction is done to those on
the other side). These incident-field terms act like the currents in
an equivalence principle formulation or the sources surrounding
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a Huygens surface. For non-grid-aligned incidence, the major
source of error in the implementation of TFSF boundaries is
the mismatch between how fields propagate in the FDTD grid
and how the incident field propagates (in whatever form the
incident field is specified). If one uses the expression for the
incident field that pertains to the continuous world, this mis-
match can cause significant spurious fields to leak across the
TFSF boundary. Alternatively, the incident field can be obtained
from a one-dimensional (1D) “auxiliary-grid” FDTD simula-
tion where the sole purpose of the auxiliary grid is to model
the propagation of the incident field. For grid-aligned incidence
in 2D and 3D, this auxiliary-grid approach works perfectly: no
fields leak from the boundary since the dispersion in the aux-
iliary grid and the dispersion experienced by the incident field
in the higher-dimensional grid are exactly the same. Unfortu-
nately, for non-grid-aligned (oblique) incidence, although the
traditional auxiliary-grid approach is very computationally ef-
ficient, fields will leak from the boundary and in some appli-
cations these leaked fields may be excessively large. An excel-
lent description of both the general implementation of a TFSF
boundary and the implementation of a 1D auxiliary grid can be
found in [3].

Various authors have sought ways to improve the “traditional”
auxiliary-grid approach mentioned above. Guiffaut and Mahd-
joubi modified the auxiliary 1D grid so that the dispersion rela-
tionship governing the 1D grid was nearly the same as that for
the obliquely propagating wave in the higher-dimensional grid
[4]. This approach was limited in that, like the traditional ap-
proach, it still relied upon interpolation of the fields at nodes in
the 1D grid to obtain fields at points corresponding to the pro-
jected location of nodes in the higher-dimensional grid. Other
authors considered ways in which the errors caused by interpo-
lation could be reduced [5], [6]. Nevertheless, there are some
sources of error (leakage) that simply cannot be addressed by
the traditional auxiliary-grid approach such as the fact that, un-
like in the continuous world, for oblique incidence the fields in
the FDTD grid are not completely orthogonal to the propagation
vector.

An alternative 1D approach was recently put forward by Tan
and Potter [7]. The 1D grid Tan and Potter developed had the
same dispersion relationship as the higher-dimensional grid and,
importantly, the nodes in the 1D grid are located precisely so
that interpolation is not needed to obtain the fields in the higher-
dimensional grid. This approach is attractive in many ways but
currently it cannot be used for half-space problems (which is
relevant to the work considered here) and it also requires that
the incident angle be represented by a rational number (and the
computational efficiency is related to this rational number).
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Instead of using an auxiliary simulation to obtain the inci-
dent field, various authors derived an analytic description for the
propagation of a (pulsed) plane wave in the FDTD grid [8]–[12].
This approach, which we identify as the analytic field propa-
gation (AFP) TFSF method, allows fields to be incident at any
angle and yet the resulting leakage is negligible. Furthermore,
half-space problems can be modeled in which the transmitted
and reflected fields associated with that half-space problem are
also described analytically and confined to the total-field region.
(In fact, the AFP TFSF method can even be used when the inci-
dent angle is beyond the critical angle and hence the transmitted
field is evanescent [12].)

The AFP TFSF method is implemented by first obtaining, via
a Fourier transform, the spectral description of the incident field
at a single point in the grid. Then, given this “input” and using
the FDTD dispersion relationship as the transfer function [13],
[14], the spectral description of the incident field can be found
at any other point in the grid. One then merely has to take the
inverse Fourier transform of the product of the input and the
transfer function to obtain the time-domain description of the in-
cident field. This calculation is performed for every node that is
tangential to, and adjacent to, the TFSF boundary. Implementa-
tion details can be found in [8]–[12]. For half-space problems, in
addition to the usual incident or “incoming” wave, one must also
calculate the reflected and transmitted fields. They are obtained
in much the same way as the incoming field: one simply needs
to include in the spectral description of the field the reflection
coefficient or the transmission coefficient (which are themselves
frequency dependent in the FDTD world). For the reflected field
there is a slight change in the transfer function from that which
pertains to the incoming field since the reflected field propagates
away from the interface rather than toward it (hence there is sign
change in the normal component of propagation). For the trans-
mitted field the dispersion relation that gives the transfer func-
tion is that which governs propagation in the medium on the
other side of the interface from the incident field.

In 2002 Anantha and Taflove reported what they called a
generalized TFSF (G-TFSF) formulation [15] in which the
total-field/scattered-field boundary was partially embedded
in the perfectly matched layer (PML) [16] that was used to
terminate the grid. If the incident field was propagating from
the non-PML region toward the embedded TFSF boundary,
the incident field terms in the update equations were scaled
by an attenuation constant that was based on the amount of
attenuation introduced by the PML. On the other hand, if the
incident field originated on the embedded TFSF boundary
and from there propagated toward the interior of the grid, the
incident field terms were scaled by an amplification factor
that compensated for the amount of attenuation the fields
experienced when passing through the PML on their way to the
interior of the grid.

Anantha and Taflove recognized that one could not simply
use the continuous-world expression to determine the amount
of attenuation a field would experience in an FDTD simulation.
Instead the attenuation constants were obtained via calibration
simulations in which a pulse was incident, at the particular angle
of interest, on a PML and then the amount of attenuation mea-
sured at the appropriate locations. The amplification constant

was the inverse of the attenuation constant. Anantha and Taflove
stated that “the wave in the PML region propagates normally to
the electric field with the speed of light in vacuum and under-
goes an exponential decay with PML depth” [15]. Although this
is true in the continuous world, it is not true in the discretized
world of the FDTD grid. Instead, the PML region, like the rest
of the grid, is dispersive. If the effect of the PML on the incident
field is to be represented by a single attenuation constant, one
has no choice but to ignore this dispersive behavior. However,
using the AFP implementation of a TFSF boundary the incident
field is, at an intermediate step, broken into its spectral repre-
sentation. At that point the dispersive nature of the PML can be
included.

In order to correct for both the amplitude and phase change
caused by the presence of the PML, it is necessary that the cal-
ibration consist of two auxiliary simulations that record the full
time-domain fields at the appropriate points. In the work by
Anantha and Taflove only one auxiliary simulation was used
for a particular incident angle. In the AFP-based implementa-
tion, one auxiliary simulation is done with the PML present at
the nodes of interest and another simulation is done with the
PML removed from these nodes. The two sets of time-domain
fields are Fourier transformed to the frequency domain where
the spectrum of the field with the PML is normalized by the
spectrum of the field obtained without the PML. This gives the
transfer function representing the effect of the PML. It is then a
simple matter to incorporate this transfer function into the AFP
TFSF method.

The original G-TFSF formulation modeled infinite scatterers,
such as wedges, by partially embedding a finite scatterer in the
PML and then having the G-TFSF boundary surround that. In
this way the scattering from the PML-embedded edges and cor-
ners of the finite scatterer (i.e., the edges and corners that do
not exist in the corresponding infinite scatterer) could be negli-
gibly small since these scattered fields would have to propagate
through the PML before entering the interior of the grid. As will
be shown, there is no need for the construction of such finite
scatterers when using the AFP TFSF boundary. Since the AFP
TFSF method has already been formulated to directly handle
half-space problems, this capability can be used to model scat-
tering from wedges even though wedges are not truly half-space
problems. Thus, it is not necessary for the TFSF boundary to be
four-sided. In fact, it can be two-sided with two edges extending
into the PML or, in the case of some perfect electric conductor
(PEC) scatterers, only one edge extending into the PML.

The remainder of the paper is organized as follows. In
Section II we demonstrate how calibration is performed and
show that the dispersive nature of the PML is an important con-
sideration when embedding a TFSF boundary within the PML.
(We should note that in Anantha and Taflove’s original work
[15] they used a split-field PML in accordance with the one
first presented by Bérenger [16]. In this work we use an unsplit
complex frequency-shifted perfectly matched layer (CPML)
formulation employing recursive convolution [17].) That is fol-
lowed by a section that describes more general geometries and
discusses the how calibration is done when the TFSF boundary
is embedded in a PML that is itself in a dielectric associated
with a half-space problem. Results are then provided to show
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Fig. 1. Depiction of the �� illumination of a PEC half-plane using a two-
sided AFP TFSF boundary. The portion of the TFSF boundary that extends into
the PML on the right side of the grid is enclosed in an oval. The expanded view
shows the� ,� , and� nodes along this boundary. Only the fields tangential
to the boundary are involved in the TFSF formulation. Thus, for this horizontal
edge, those are the� and� nodes. The TFSF nodes within the PML require
special consideration and are shown as encircled pairs. The incident angle � is
defined with respect to the PEC surface normal.

the improvements offered by the approach being advocated
here. Additionally, to demonstrate the type of problems that can
be addressed with this technique, some snapshots are shown
from a simulation involving the termination of a dielectric
halfspace in a 90 degree corner. We then conclude.

II. CALIBRATING BOTH MAGNITUDE AND PHASE

Let us start by considering oblique illumination of a PEC
knife-edge, or half-plane, as shown in Fig. 1. As mentioned pre-
viously, in the AFP TFSF formulation the “incident field” con-
sists of both the “incoming field” (i.e., what is typically called
the incident field) and the reflected field. Were the PEC to span
the entire domain, there would be no scattered field. The scat-
tered field in this geometry is produced solely by the termina-
tion of the PEC. Thus, the incident field corresponds to that of
illumination of an infinite plane wave. The incident angle is
defined with respect to the normal to the PEC surface. Since the
“incoming angle” and reflected angle are equal in magnitude,
the behavior of both the incoming field and the reflected field at
the PML can be characterized by this single angle.

As shown in Fig. 1, the TFSF boundary is two-sided. One
side, the vertical one to the left of the figure, extends from the
PEC to a point within the interior of the grid (by interior we
mean points not within the PML). The other side is horizontal
and extends from the top of the vertical boundary to the right
edge of the grid. Thus this horizontal boundary passes through
the PML region. The expanded view presented at the top of the
figure shows the nodes along this edge. The and nodes
adjacent to the TFSF boundary and within the PML are paired
together with an enclosing oval. Note that the field is incident
on the PML on the right side of the grid at an angle of .

Fig. 2. Auxiliary simulations used for calibrating the AFP-based G-TFSF im-
plementation. (a) The measured nodes are embedded inside the PML. (b) The
measured nodes are outside the PML.

Naturally, special consideration is needed to calculate the in-
cident field at the nodes within the PML. This involves two sep-
arate calibration runs. The calibration data determine the PML
transfer function based on the “depth” of a node in the PML.
The transfer function is the same for both electric- and mag-
netic-field nodes provided they are at the same depth. Thus, the

and pairs shown in Fig. 1 have the same transfer function.
One could potentially derive a completely analytic descrip-

tion of the effect of the PML. Some authors have developed ex-
pressions for the reflection and transmission coefficients associ-
ated with a discretized PML (see, for example, [18]–[21]). How-
ever, owing to the complexity of performing a completely ana-
lytic description of a multilayer CPML, that was not attempted
here. Instead, as was done in [15], we simply do auxiliary com-
putations (i.e., calibration runs) where the sole purpose is to
measure the effect of the PML.

For a given PML geometry, a calibration needs to be per-
formed only once but it is a function of the incident angle.
Hence, if the incident angle changes, another calibration needs
to be performed. In [15], the goal was to obtain a scalar constant
that was subsequently used to scale the incident-field terms in
the update equations for nodes tangentially adjacent to the TFSF
boundary and in the PML. For a given incident angle, the con-
stant was a function of only the depth of a node within the PML.

In the AFP-based implementation, two auxiliary FDTD simu-
lations are done: one with the nodes of interest embedded in the
PML and one where the PML is removed from these nodes. This
is illustrated in Fig. 2. Fig. 2(a) depicts the simulation where the
nodes of interest (i.e., the measured nodes) are embedded in the
PML. The measured nodes form a line that spans the PML and is
normal to the edge of the grid. One can measure either electric or
magnetic fields (in our work we used electric fields). In this sim-
ulation there is only an “incoming” field which originates from
the upper-left corner of the total-field region. The distance be-
tween the vertical TFSF boundary and the PML on the right side
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of the domain is unimportant—it can be as small as a single cell.
For this simulation, the horizontal TFSF boundary, shown near
the top of the figure, does not extend into the PML. Thus, there is
some spurious radiation from the termination of this boundary.
Owing to the oblique incidence (which produces a vertical phase
velocity of the incoming field greater than the speed of light),
the incoming field arrives at the measured nodes prior to this
spurious radiation. Therefore the spurious radiation can be (and
is) time-gated out of the measured data. (The computational do-
main must be of sufficient size to allow this temporal separa-
tion to occur. This time-gating approach is not absolutely nec-
essary as one could extend the horizontal TFSF boundary into
the PML, but it would take multiple calibrations runs to do this.
As will be shown, the calibration data obtained from the two
auxiliary simulations depicted in Fig. 2 were sufficiently accu-
rate that no further refinement was deemed necessary.)

Fig. 2(b) depicts the simulation where the measured nodes
are not embedded in the PML. The only difference between this
simulation and the one depicted in Fig. 2(a) is that the com-
putational domain is expanded to the right. The distance from
the measured nodes to the TFSF boundary remains unchanged
and all the parameters pertaining to the incident field are un-
changed. (In theory, to obtain a transfer function that describes
only the effect of the PML, in the simulation shown in Fig. 2(b),
the right side of the computational domain should be made dis-
tant enough that any reflection from the termination of the right
side of the grid does not return to measurement points over the
duration of the observation. However, in practice, reflections
from the PML on the right were found to be small enough that
isolating them from the transfer function did not have an appre-
ciable effect on the quality of the final results. Thus, in the results
to be shown later, the geometry we used for the second calibra-
tion run was similar to the depiction in Fig. 2(b)—the right-side
PML was just beyond the measurement points.)

We are interested in the effect the PML has on both the
magnitude and the phase of the incident field. Thus the entire
temporal history at each measured electric-field node in the
PML is recorded. The time-domain data are transformed to the
frequency domain. The spectral representation of the field for
nodes embedded in the PML is normalized by the spectrum of
the field at the same node but without the PML. Said another
way, the data obtained from Fig. 2(a) are normalized by the
data obtained from Fig. 2(b). These normalized spectral data,
one set per electric-field node, are the transfer functions that
can be used directly in the AFP-based G-TFSF formulation to
model the effect of the PML.

If the time-domain field with the PML is while
the field without the PML is , the transfer function
is given by

(1)

where is the Fourier transform. The transfer function
would be used, for instance, in Eqs. (45)–(47) in

[11] to account for the presence of the PML. However, in our
implementation we used a slightly simplified approximation of
the transfer function as will be described.

Fig. 3. Magnitude of the transfer function as a function of discretization at
depths of 2, 4, and 6 cells into the PML.

Fig. 3 shows the magnitude of the PML transfer function vs.
discretization when measured at a cell that is at a depth of either
2, 4, or 6 cells (the overall thickness of the PML is 8 cells). There
were 2048 time-steps in the simulation (zero-padding was used
after the time-gating to obtain the desired number of points).
The simulations were run at the 2-D Courant limit of .
This plot correspond to the first 249 non-dc frequency bins after
Fourier transforming the time-domain data. Thus, the lowest
non-dc frequency corresponds to approximately 1448 points per
wavelength while the highest frequency corresponds to approx-
imately 5.8 points per wavelength. (The discretization is given
by where is the bin number. An of zero
corresponds to dc.) From Fig. 3 one see that the transfer function
magnitude is nearly (but not perfectly) constant with respect to
frequency (or discretization). Thus, the attenuation experienced
by fields as they propagate into the PML is nearly independent of
frequency. This is the basis of the implementation that Anantha
and Taflove [15] where a single constant was used to describe
the effect of the PML. However, phase is not independent of
frequency.

Fig. 4 shows the phase of the transfer function as a function
of frequency or, more precisely, frequency bin. The data shown
are for the same depths and span the same discretizations as
shown in Fig. 3. The phase of the transfer function represents the
difference in phase between when the PML is and is not present.
If one is to use a real constant to model the transfer function,
ideally the phase of the transfer function would be zero for all
frequencies.

At a depth of 2 cells, the phase of the transfer function re-
mains very small, varying from approximately 0.0017 degrees
at 1448 points per wavelength to just under 0.357 de-
grees at 5.8 points per wavelength . This amount of
phase difference would not be a practical concern in most appli-
cations. However, as seen in Fig. 4, at greater depths, the phase
change imparted by the PML can be much more substantial. The
phase shift is nearly 35 degrees at a depth of 6 cells and a dis-
cretization of 5.8 points per wavelength. For a PML of typical
size (i.e., in the neighborhood of eight cells), to obtain a high-fi-
delity simulation where the penetration of the TFSF boundary
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Fig. 4. Phase of the transfer function as a function of frequency at depths of 2,
4, and 6 cells into the PML.

into PML does not cause significant spurious radiation, it is nec-
essary to account for this phase shift.

In principle, it is possible to measure the magnitude and phase
of the transfer function at each spectral bin and use that in a
given simulation. However, we use a simplified approximation
to the transfer function that still provides excellent fidelity. Like
Anantha and Taflove, we use a constant for the magnitude. For
a given depth, this constant is obtained by averaging a portion
of the data shown in Fig. 3. (The average is taken over frequen-
cies that fall within the full-width half-maximum spectrum of
the Ricker wavelet pulse that was used for illumination. This
effectively discards the highest and lowest frequencies from the
average.) For the phase, one notes from Fig. 4 that the phase
varies nearly (but not perfectly) linearly with frequency. Thus,
we fit a straight line to the phase data shown in Fig. 4. These
simplifications allows the calibration data to be decoupled from
the duration of the actual simulation of interest. Thus, knowing
that the magnitude is constant and the phase varies linearly, one
can easily calculate the transfer-function coefficient for any fre-
quency of interest (and it will not matter if the calibration data
were calculated with 2048 time-steps while the simulation of in-
terest may use, for example, 5000 time-steps or any other value).

(In the CPML implementation used here, the maximum con-
ductivity was obtained from (7.66) of [3] with a polynomial
grading exponent of . The and (or ) parameters
that can be used to tune a CPML were set to 1.0 and 0.0, respec-
tively. PML parameters other than the ones we employed may
make it so that the magnitude is not approximated well by a con-
stant or the phase variation is not approximated well by simple
linear variation. That does not change the basic underlying ap-
proach being advocated here. For such cases one can simply
approximate the frequency-dependent variations in magnitude
and phase with higher-order functions, i.e., functions other than
a constant or straight line.)

In the standard AFP TFSF method the entire time-domain
description of the incident field at every node adjacent to the
TFSF boundary is pre-computed, stored, and then recalled as
needed during the time-stepping of an FDTD simulation. The
fact that the incident field in an AFP G-TFSF simulation con-
tains both the incoming and the reflected fields does not change

Fig. 5. A corner illuminated by a field that first encounters the edge of the
corner, i.e., the incident field originated in the homogeneous space to the left of
the corner. The two places where the TFSF boundary passes into the PML are
enclosed in an oval.

the way calibration is done. As indicated previously, this is a
consequence of the angle of reflection being equal to the angle
of incidence: the way in which the PML affects the magnitude
and phase of these two fields is the same.

III. OTHER GEOMETRIES

For theknife-edgeproblemshowninFig.1, thegeometryof the
TFSF boundary would not change if, say, one wanted to consider
the diffraction from a 90-degree PEC corner. In fact, the corner
could have any angle from 0 degrees (the knife-edge problem) to
180 degrees (a perfectly flat plane). However, the geometry does
change if the incident angle is such that the incoming field en-
counters theedgebefore the restof thehalf-plane.This scenario is
depicted in Fig. 5 where the corner is illuminated by a plane wave
that originates in the homogeneous region to the left of the corner.
(We will identify this as the free space region even though it
could be any homogeneous dielectric material.)

In Fig. 5 the corner is drawn as a 90-degree corner, but any
angle is permissible. Furthermore, the corner material is arbi-
trary. It could either be a PEC or dielectric. In this scenario there
is no reflected plane wave: the incident field is comprised solely
of the “incoming field.” The TFSF boundary is again two-sided
but now each side passes through the PML and is terminated at
the edge of the grid. Both these edges are in the free-space re-
gion. Two sets of calibration need to be performed to account
for the fact that the edges are orthogonal to each other. Never-
theless, the way in which calibration is done is essentially un-
changed from the description in the previous section. The only
change is the angle of the incoming field.

Using a two-sided PML, it is also possible to model the illumi-
nation of a dielectric corner when the incident field originates in
the half-space region. This is depicted in Fig. 6 where the incident
field is introduced from the left and consists of the incoming field,
the reflectedfield, and the transmitted field. In thiscaseonesideof
the TFSF boundary is terminated in the PML in the dielectric
(at the bottom of the figure) and the other side is terminated in
the PML in free space (along the right side of the figure).

For the case of a penetrable dielectric as shown in Fig. 6, the
calibration must be performed in a slightly different way than
depicted in Fig. 2. Instead, the calibration set-up is as shown
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Fig. 6. A dielectric corner where the incident field originated in the halfspace
region to the left. The incident field consists of the incoming field, the reflected
field, and the transmitted field. There are two places where the TFSF boundary
passes into the PML. These are indicated with an oval: one in the dielectric and
one in free space.

Fig. 7. Calibration set-up to determined the transfer function for the PML when
the TFSF boundary is in the dielectric region. (a) The measured nodes are em-
bedded inside the PML. (b) The measured nodes are outside the PML.

in Fig. 7. In this case the AFP method is used to introduce the
incident field in a half-space problem (with no discontinuity in
the dielectric). As drawn, the transfer functions obtained for the
“measured” nodes in Fig. 7 would be used for the nodes ad-
jacent to the TFSF boundary in the PML in the dielectric re-
gion shown at the bottom of Fig. 6. It is important to note that
although the incoming and reflected field can be characterized
by a single angle of incidence (or reflection), this is not true
of the transmitted field. As described in [11], owing to the dis-
persion inherent in the FDTD grid, the angle of transmission
is frequency dependent. Because of this, and the anisotropy of
the FDTD grid, the calibration measurement is done in such a
way as to reproduce this phenomenon. The distance between the
PML and the interface is unimportant. As was done in Fig. 2,
the field is measured both with and without the PML present at
the measured nodes. Transforming from the time domain to the

Fig. 8. Field at the observation point shown in Fig. 1 versus time. The sim-
ulation is constructed so that over the duration of the observation only the in-
coming field has passed into the PML. Since the observation point is in the
scattered-field region, ideally the field would be zero.

Fig. 9. Field at the observation point shown in Fig. 6 versus time. Similar to
Fig. 8, the simulation is constructed so that over the duration of the observation
only the transmitted field has passed into the PML. Since the observation point
is in the scattered-field region, ideally the field would be zero.

frequency domain and then normalizing the PML-present mea-
surement by the PML-absent measurement gives the transfer
function. For the dielectric case we again find it is a sufficiently
good approximation to treat the magnitude as a constant and
model the phase variation as a linear function of frequency.

IV. RESULTS

There is an observation point indicated in the upper right por-
tion of the scattered-field region in Fig. 1. This point is two
points above the TFSF boundary and two points to the left of
the start of the PML. Hence, ideally, the field at this point should
be zero until scattered fields propagate to this point from a dis-
continuity in the total-field region. Fig. 8 shows the fields at this
observation point when one does and does not account for the
effect the PML has on the phase of the incident field. (Thus one
plot corresponds to the field that is present using the original
G-TFSF formulation and the other plot corresponds to the AFP-
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Fig. 10. Snapshots of a dielectric corner when the illumination originates in the half-space region to the left of the corner. These gray-scale images use four
decades of logarithmic compression such that fields larger than one ten-thousandths of the peak value appear as non-white. Snapshots were taken at time step (a)
180, (b) 230, (c) 280, (d) 330, (e) 380, and (f) 430. See the text for further details.

based G-TFSF formulation being described here.) In the simu-
lation the incoming field was a unit-amplitude Ricker wavelet
discretized such that there were 20 points per wavelength at the
most energetic frequency of the pulse. The simulation was run
at the 2D Courant limit of and the incident angle corre-
sponds 60 degrees as drawn in Fig. 1. Over the duration shown
here, no scattered fields from within the total-field region had
arrived at that observation point. The fact that the fields at the
observation point are non-zero is a consequence of the spurious
leaking of the incoming field as it propagates along the portion
of the TFSF boundary embedded in the PML.

If one corrects for only the magnitude change caused by
the PML, the maximum of the spurious field is found to be
1.732 . On the other hand, by correcting for both
the magnitude and phase change caused by the PML, the max-
imum of the spurious field drops to 3.037 , i.e., a
reduction in the spurious field of slightly more than 35 dB.

Fig. 9 is similar to Fig. 8 except now the observation point
is in the dielectric scattered-field region as indicated in Fig. 6.
(The observation point appears in the lower left portion of the
scattered-field region in Fig. 6.) This point is two cells above
the PML and two cells to the left of the TFSF boundary. The
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incident angle is 60 degrees and the relative permittivity of the
dielectric is 4. The simulation is run at the 2D Courant limit and
the incident field is a unit amplitude Ricker wavelet discretized
such that there are 40 points per wavelength at the most ener-
getic frequency in free space (thus there are 20 points per wave-
length in the dielectric). Fig. 9 shows the electric field at the
observation point when there is a correction of only the mag-
nitude and when there is a correction of magnitude and phase.
Again, the ideal solution is the absence of any field.

The improvement observed in Fig. 9 by incorporating the
phase information is not as dramatic as in Fig. 8. In this case,
when only the magnitude is corrected, the maximum of the spu-
rious field is 1.630 . When the phase is also cor-
rected, the maximum drops to 2.308 . This repre-
sents an improvement of slightly less than 17 dB.

Fig. 10 shows snapshots of a simulation in which a pulsed,
unit-amplitude, polarized Ricker wavelet plane wave
illuminates a dielectric corner. This illumination, discretiza-
tion, and dielectric constant are the same as described for
the calibration measurement. The illumination starts in the
half-space region. The TFSF boundary is two-sided and the
incident field, consisting of the incoming, reflected, and trans-
mitted waves, emerges from the TFSF “fully formed” for the
half-space problem [8], [9], [11], [12]. The computational
domain is 201 161 cells. The figures are drawn to scale and
the locations of the TFSF boundary, the dielectric, and the PML
are indicated. The PML is eight cells thick and spans the edges
of the grid (even though, for clarity, the PML is only explicitly
draw in the corners). These snapshots use four decades of
logarithmic compression such that any field greater than one
ten-thousandth of the peak field will show up as non-white.

Fig. 10(a) shows the field at time-step 180 when the leading
edge of the incoming field has arrived at the discontinuity at
the corner. This figure indicates the direction of travel of the
incoming, reflected, and transmitted waves by drawing a line
along planes of constant phase. For the sake of illustration, these
lines are extended into the scattered-field region even though
there is no incident field in this region. Fig. 10(c) shows the field
at time-step 280 when the incoming field has propagated beyond
the right side of the grid. The important thing to notice is that
there is no leaked field visible in the scattered-field region—the
only fields present in the scattered-field region are those asso-
ciated with the scattering from the corner. Fig. 10(d) and (e),
taken at time-steps 330 and 380, respectively, show the fields
after the transmitted wave has encountered the bottom PML. Al-
though difficult to see, close inspection of these figures shows
faint non-white patches adjacent to the TFSF boundary. How-
ever, these patches are confined to the PML region—there is no
visible leakage into the interior of the grid.

One additional note is that the AFP technique is able to pro-
vide the incident field at any point in the grid (i.e., the incident
field that would exist without the discontinuity). Thus, even for
points within the total-field region, one can obtain the scattered
field simply by subtracting the incident field provided by the
AFP method.

V. CONCLUSION

We have shown that the G-TFSF concept can be folded into
an AFP TFSF framework. By incorporating both magnitude and

phase information about the effect the PML has on the incident
field, one can simply terminate the TFSF boundary at the edge of
the computational grid—there is no need for a four-sided TFSF
boundary. This new approach also ensures less leakage while
using smaller PML regions than used in the original G-TFSF
work.
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