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Abstract— This article presents a digital-intensive transmit-
ter (TX) architecture for ultralow-power (ULP) wireless com-
munication telemetry applications. A Type-I correction loop
is proposed to adjust the frequency of the voltage-controlled
oscillator (VCO) and enable the use of harmonically injection-
locked (IL) technique without significant spurious tones. Two TXs
implementations with different loop filters in the Type-I phase-
locked loop (PLL) are demonstrated to suppress the voltage
ripple at the VCO input. The proposed implementation not
only minimizes the spurs from the correction loop but also
overcomes the performance tradeoff between spur suppression,
phase margin, and maximum achievable bandwidth. Prototyped
in the standard 180-nm CMOS process, the two proposed TXs
achieve an energy efficiency of 66.97 and 12.5 pJ/bit, respectively,
and occupy an active silicon area of 0.0413 and 0.0435 mm2,
respectively, while delivering the same output power of −14 dBm
with >60-dB in-band spur suppression.

Index Terms— Harmonically injection-locked (IL) technique,
spur suppression, sub-GHz radios, Type-I phase-locked loop
(PLL), ultralow-power TX.

I. INTRODUCTION

THE dramatic increase in the number of wireless devices
and data volumes expected in the next decade for

Internet-of-Everything (IoE) applications has created countless
opportunities and applications in multiple regimes, such as
personal health care monitoring, outdoor long-term sensing,
and holistic smart factory solutions. This has necessitated the
implementations of various types of ultralow-power (ULP)
transmitters (TXs) since they usually dominate the power
consumption and energy efficiency in the overall device.
Generally, ULP TX is operated at industrial, scientific, and
medical (ISM) bands at 433/915/2400 MHz, which involves
several tradeoffs between power consumption, coverage, and
passive component size. The 2400-MHz devices benefit from
compact passive components but suffer from higher power
consumption and path loss. Also, multiple standards (i.e.,
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Fig. 1. Summary chart illustrating power consumption and data rate for
sub-GHz ULP TX in recent years (2011–2020).

Wi-Fi, Bluetooth (BLE), and Zigbee) with countless devices
already operate at the 2400-MHz band, which makes this band
congested and interference-limited. In contrast, a 433-MHz
device consumes less power and has lower path loss but suffers
from bulky passive components. Among the three bands, the
915-MHz band provides a good balance between antenna size,
power consumption, and path loss.

Fig. 1 shows the trend summary for sub-GHz ULP TX in
recent years, including this work. The implemented TXs can
be roughly classified into two main categories: low data rate
with absolute low power consumption [1]–[16] and high data
rate with high energy efficiency (i.e., pJ/bit) [17]–[25]. Both
categories are highly application-specific and, hence, have
adopted different design methodologies [12]. To minimize the
power consumption for the first category, both the categories
require many necessary blocks to be optimized, thus hindering
the selection of universal architecture and operating frequency.
Also, low complexity modulation schemes, such as ON–OFF

keying (OOK) and binary frequency shift keying (BFSK), are
adopted to further power savings. On the other hand, the latter
category devices target high energy efficiency by adopting
higher order modulation schemes, such as quadrature phase
shift keying (QPSK) and quadrature amplitude modulation
(QAM), consuming typically a few mW, which poses addi-
tional challenges to the power management unit [12].

The objective of this proposed work is to design a TX,
which is at the intersection of the aforementioned categories
and can support low-to-medium data rates (kB/s to few MB/s),
while operating at low power consumption. We consider both
architecture-level selections and circuit-level approaches that
apply to various types of IoE applications. This work will
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expand on the authors’ recent published works (Chip1 in
Fig. 1) demonstrated in [15] and [16] where the phase-
locked loop (PLL)-calibrated harmonic injection-locked (IL)
TX architecture was first introduced.

Benefiting from the frequency multiplying architecture and
digital intensive correction loop, the undesired spur is removed
with relaxed hardware complexity. A fundamental bottleneck
in [15] and [16] lies in the tradeoff between the maximum
spur suppression possible and the phase margin (PM) of
the phase correction loop. Though achieving >60-dB spur
suppression with minimum power dissipation, this bottleneck
limits the application of this loop at the expense of low PM
leading to TXs with slower settling behavior. We overcome
this bottleneck through an innovative loop filter in the phase
correction loop (Chip2 demonstrated as the new contribution in
this work). In this process, we demonstrate a new TX imple-
mentation and compare it with the implementation in [16].
The two TXs consume only 200.9 and 223.12 μW at 3- and
20-Mb/s data rates, respectively.

This article can be summarized as follows with contributions
compared to [15] and [16] and recent state of the art. Section II
presents a detailed analysis of frequency multiplying harmonic
injection-locked ULP TX focusing on the tradeoffs between
spur suppression, bandwidth, and PM. Section III briefly
reviews and discusses system design considerations for pro-
posed frequency multiplying TXs operating at sub-GHz using
an injection-locking technique with self-aligned PLLs. A new
loop filter design is proposed and implemented to overcome
stability tradeoffs with bandwidth in [15] and [16]. Section IV
describes the detailed design of circuit components for both
TXs. Measurement results with validation over multiple parts
to demonstrate robust performance with a comparison to state
of the art are also provided in Section V. Finally, Section VI
concludes this article.

II. REVIEW OF ULP FREQUENCY MULTIPLYING TXS AND

LIMITATIONS OF PHASE CORRECTION LOOP

This section briefly reviews different categories of ULP
TXs followed by the review of spur generation mechanism
in harmonic injection-locked TXs, its mitigation using Type-I
PLL-based phase-correction loop, and the analysis of tradeoffs
between spur suppression with the closed-loop bandwidth
and PM.

A. Review of Sub-GHz ULP TXs

The ULP TX architectures can be generalized into four
categories, as shown in Fig. 2(a)–(d). A summary of these
architectures is provided here for the benefit of the readers.
Interested readers can find a more detailed comparison of
different sub-GHz ULP TXs in [15].

As shown in Fig. 2(a) and (b), direct-conversion and polar
architectures are widely used in wireless communications at
the expense of fairly large power consumption to maintain
low mismatch or phase error. Their adoption in ULP TXs is
hindered because all the blocks are operated at the carrier
frequency. In contrast, inductive tank-based voltage-controlled
oscillator (VCO) TX [see Fig. 2(c)] is attractive due to its

Fig. 2. Classification of ULP TX topologies (adapted from [15]). (a) Direct
conversion TX. (b) Polar TX. (c) VCO-Based TX. (d) Frequency multiplying
TX.

simplicity. However, the passive components are large at
sub-GHz frequencies. Furthermore, the TX operates at the
carrier frequency, thereby leading to high power consumption.
Frequency multiplying TX [see Fig. 2(d)] is a digital-intensive
architecture, which minimizes the necessary blocks operating
at the carrier frequency, thus achieving lower power consump-
tion. If the frequency generation in injection-locked TXs can
be realized with precision and low spurious emissions, this
technique provides the most energy- and area-efficient method.
Recent advances, such as multipoint injection-locked [26] and
subharmonic injection-locked techniques [27], have stemmed
from the injection-locked technique to either increase the
lock range or reduce the required power consumption for the
reference clock generation, respectively. However, open-loop
frequency adjustment of the VCO [26] or usage of analog-
intensive blocks [27] limits their application in ULP TXs
considering both area and power consumption.

B. Injection-Locked Sub-GHz ULP TXs
In the ideal case, as illustrated in Fig. 3(a), the injection-

locking technique does not generate any additional spurious
components as there is no frequency difference between the
oscillator (VCO) and the injected signal. In practice, however,
the VCO free-running frequency is always drifting, as shown
in Fig. 3(b), especially with the process, voltage, and temper-
ature (PVT) variations. This effect is further magnified with
the subharmonic injection-locked technique.

Fig. 3 further illustrates the ideal and nonideal phenom-
ena in both frequency and time domains for the case of a
subharmonic injection-locked technique with a multiplication
factor of 5. In the ideal case [as shown in Fig. 3(c)], the VCO
free-running frequency ( fO) is equal (or extremely close)
to N times the reference frequency ( fREF). As a result,
the spurious tone is minimized at the offset of the carrier
frequency, � fREF, after frequency multiplication. Similarly,
the time-domain analysis shown in Fig. 3(e) has no timing
error as the injected signal (INJ) and the VCO signal (OUT)
are in sync. Consequently, the spurs are also minimized when
reflected in the frequency domain achieving a high carrier-to-
spur ratio (CSR).
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Fig. 3. Spurious problem in IL frequency multiplying TX in frequency and
time domains (adapted from [16]). (a) and (b) Frequency domain. (c) and (d)
Frequency domain (after frequency multiplying). (e) and (f) Time domain.

Fig. 4. Architectures of (a) Type-I PLL and (b) Type-II CP PLL (integer-N).

Fig. 3(b) illustrates the scenario under real-world operations.
Due to undesired PVT variations, the VCO phases always
drift away creating frequency error, fERR, leading to spurious
tones after the VCO is locked. These spurs also appear after
frequency multiplication and appear around fOUT degrading
the output spectrum purity creating interference to nearby
devices. The time-domain plot shown in Fig. 3(f) shows the
jitter effect (dark gray) leading to spurious tones as the injected
signal tries to “correct” the free-running VCO.

C. Type-I PLL-Based Frequency Error Mitigation in ULP TX

Recently, Type-I PLL-based frequency error mitigation has
gained traction due to its simplicity, compact area, and digital-
friendly architecture [29], [30]. As shown in Fig. 4(a), the
simplest Type-I PLL comprises a VCO, a static CMOS logic-
based clock divider, a phase detector (PD), and a passive loop
filter. The PD can be as simple as an XOR gate. If the VCO is
implemented with an RO, an energy-efficient, digital-intensive
architecture can be realized. Though Type-I PLL benefits from
low hardware complexity and relaxed bandwidth due to lack of
a CP as in Type-II PLL, it suffers from poor spur performance
due to the rail-to-rail PD output.

Fig. 5. Proposed TXs in the system-level diagram (adapted from [16]).

Fig. 6. Operating principles for the proposed ULP TXs (adapted from [16]).

In our proposed work, a Type-I phase correction loop is
implemented along with the harmonic injection-locked tech-
nique to realize the ULP TX. Two implementations of a loop
filter inside the Type-I correction loop are proposed to tackle
the rail-to-rail PD output. The first design is the conventional
Type-I loop that includes an RC low-pass filter (LPF) with a
Twin-T notch filter in [15] and [16], achieving high efficiency
with in-band spur suppression and occupying a compact area.
The second prototype replaces the RC LPF with a discrete
master–slave sampling filter (MSSF) to overcome the tradeoff
between spurious suppression, loop bandwidth, and PM as in
the first implementation. To further improve spectral purity,
the same Twin-T notch filter is included. Detailed design
analysis and comparison will be brought out in Section III.

III. SYSTEM DESIGN CONSIDERATIONS FOR PROPOSED

SUBHARMONIC INJECTION-LOCKED ULP TX

Fig. 5 shows the diagram for the proposed TX, which
includes a pulse generator (PG), an RO, a Type-I phase cor-
rection loop, buffer stages, an edge-combining power amplifier
(ECPA), and an off-chip matching network. The ECPA also
serves as a frequency multiplier to translate the frequency by a
factor of M(= 9). This also enables the frequency generation
unit (i.e., RO) at low frequency (= fO/M). Besides, the
phase correction loop also operates at an even lower frequency
(= fO/(M × N)), minimizing power consumption. The work-
ing principle of the proposed TXs is illustrated in the time
domain in Fig. 6 (assuming N = 5). For the N th harmonic IL
system, the injected signal arrives every N cycle to correct the
phase error and remains free running for the rest of the cycles
(i.e., N −1 cycles), implying that the phase error accumulates
during these N − 1 cycles. When the next injected signal
arrives, since the accumulated phase error makes the VCO
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Fig. 7. Power spectral density of the PD (XOR gate) output.

deviate from its ideal case [Out (w/o PLL)] in Fig. 6, the spur
is induced as the injected signal tries to “correct” the VCO
phase. In our proposed work, the main concept is to reset the
phase error once between two injected signals, as shown in the
timing diagram in Fig. 6. With the correction loop, the phase
is aligned before the next injected signal, reducing the accu-
mulated phase error compared with injected only structure.
Therefore, the induced spur is minimized (approximately 6 dB
ideally) since the control voltage of VCO is calibrated, and
the spectral purity is also maintained. As analyzed in [15]
and [30], these high-frequency components mainly comprise
the reference frequency and its harmonics, as plotted in Fig. 7,
using the reference frequency of 20.33 MHz. As illustrated
in Fig. 7, the amplitude of the undesired signal (i.e., reference
frequencies and its harmonics) are almost the same or even
larger than the desired signal (i.e., dc). Because this undesired
signal appears at the PLL output affecting the spectral purity,
the undesired signal needs to be filtered out. It is also worth
mentioning that, in Fig. 7, the second harmonic is higher than
the first harmonic. The main reason is that the PD (i.e., XOR

gate) generates the phase error twice per cycle [30].
Conventional Type-I PLL uses only a passive RC LPF.

For filtering the high-frequency components, one can keep
increasing the time constants of R and C . However, this
shrinks the loop bandwidth affecting the loop step response.

As discussed in Section II, the reference frequency and its
harmonics dominate the overall spurious tone contribution.
An ideal way to suppress the aforementioned frequency com-
ponents is to insert a circuit that only dampens the undesired
signal while preserving the desired one, which can be captured
as the control voltage of the oscillator. More importantly,
the anticipated power consumption and the occupied silicon
area also need to be considered.

Based on the architecture in Fig. 5, we first proposed a
loop filter design using a conventional passive filter along
with a Twin-T notch filter to suppress the spurious tones [15],
[16]. However, this causes a performance tradeoff, as will be
discussed in Section III-A. The second implementation follows
the first work by introducing switched-capacitor filters that
decouple the above tradeoffs and achieve an energy-efficient
implementation with low hardware design complexity.

In the following, we focus mostly on the analysis of the
second implementation. Interested readers can refer to [16]
for an in-depth analysis of spur suppression in the first
implementation.

Fig. 8. Schematic of the Twin-T notch filter.

Fig. 9. Tradeoff between spur and PM in Chip1 regarding LPF pole
placement.

A. Chip1: RC LPF With Twin-T Notch Filter [16]

In the first approach demonstrated by the authors first
in [16], an additional filter is applied in series to a band stop
filter in the Type-I PLL. Fig. 8 shows the dual-path bandpass
filter (BPF), known as Twin-T notch filter [32], adopted to
suppress the undesired signal. The Twin-T filter comprises
two paths. The two 2RBSF resistors and 2CBSF capacitors form
the low-pass path, while the rest of the components forms
the high-pass path. By selecting the values of resistors and
capacitors, the null center frequency ( fnull) can be determined
as [32]

fnull = fREF = 1

4π×RBSF × CBSF
(1)

where RBSF and CBSF denote the resistor and capacitor used
for the design. The Twin-T notch filter formed by resistors
and capacitors only integrates readily with the Type-I loop
considering the limited budget for both area and power. The
Twin-T filter contributes to poles compared to placing zeros
using LC notches in [30]. However, pole locations need to be
considered for stability considerations. The pole locations can
be normalized to reference frequency ( fREF) as [15]

fLP1 = 0.5 × fREF, fLP2 = 0.75 × fREF

fHP1 = 2 × fREF, fHP2 = 4.04× f REF (2)

where fLP1 and fLP2 denote the LPF pole, while fHP1 and
fHP2 represent the high-pass filter pole. As shown in Fig. 9,
the RC LPF location plays a critical role in spur suppression
along with PM. As the locations of the LPF are close to the
origin, the spurious tone is suppressed at the expense of the
lower PM. On the other hand, the PM is improved as the LPF
pole is far away from the origin. Also, the spur suppressed
the effect of the LPF becomes useless as the pole location is
beyond fREF. Therefore, a distinct tradeoff is placed here for
the Chip1 implementation.
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Fig. 10. Schematic of the conventional sampling filter and MSSF [30].

Fig. 11. Magnitude response of the MSSF and the RC LPF.

B. Chip2: MSSF With Twin-T Notch Filter

The second approach replaces the passive RC LPF with
a discrete-time filter. Discrete-time filters have been proven
useful in Type-II CP PLL over continuous-time filters for
spur reduction [33]. Recently, Kong and Razavi [30] proposed
a Type-I PLL using a modified discrete-time filter called an
MSSF. Fig. 10 shows the schematic of the MSSF. Because ϕ1

and ϕ2 are implemented as nonoverlapping clocks, there is no
“direct” connection between the PD output and the VCO input,
and hence, isolation is achieved. Furthermore, it also features
a larger frequency capture range, between 2N fREF/3 and
2N fREF, where N denotes the division ratio [30]. Here,
a brief comparison of LPF and MSSF is provided. Both the
implementations have low complexity with the exception that
MSSF requires a nonoverlapping clock generator. The most
significant difference can be observed from Fig. 11 since
the MSSF offers wider bandwidth as the equivalent pole
is pushed away from the band-of-interest and better spur
rejection because of its inherent sinc behavior. It is also noted
here that the overall bandwidth improvement will be limited
by the Twin-T notch filter, while the filtering benefit is still
preserved. The details will be discussed in the following.

Based on reported results in [30] and [29] that employ
MSSF in a Type-I PLL, approximately 40-dB suppression
can be achieved. However, this suppression might be not
enough to maintain the spectral purity of the sub-GHz TX.
To solve this problem, the same Twin-T notch filter that is
for Chip1 is included after the MSSF for additional reference
spur suppression within the band-of-interest.

In [15], a complete derivation of the transfer function and
the first-order PM prediction are presented and discussed.
However, a simple first-order observation is lacking especially
after including the Twin-T notch filter along with the MSSF.
Considering the charge sharing effect between two capacitors
(i.e., CMSSF1 and CMSSF2) and neglecting the notch effect

Fig. 12. PM against fUGB estimation using (4) and first- and second-order
Padé approximations for Fig. 13(d).

(due to the sinc function), the transfer function can be derived
as [30]

HMSSF = 1

1 +
(

CMSSF2
CMSSF1

× 1
fCK

)
× s

× e− j2π f × TCK
2 (3)

where HMSSF represents the MSSF transfer function, and fck

and Tck represent the ϕ1 (ϕ2) frequency and time, respectively.
It can be observed that pole location is determined by: 1) the
ratio of two sampling capacitors and the reference frequency
and 2) an additional time delay equal to half the reference
clock cycle is incurred due to the sampling action of the
MSSF. The phase response of the system with the time delay T
(Laplace equivalent e−sT ) is obtained from the original phase
response (with no time delay) by shifting the phase back by
ωT. If the ratio of CMSSF1 and CMSSF2 is chosen large, its phase
contribution can be neglected. Combining the effects from (2)
and (3), the loop phase shift (PStotal) can be expressed as

PStotal = π/2 + π × f/ fREF + tan−1( f/ fLP1) + tan−1( f/ fLP2)

+ tan−1( f/ fHP1)

+ tan−1( f/ fHP2) − tan−1( f/ fz1,...,z4) (4)

where the first term is a constant contributed by the VCO
pole, the second term is due to the phase shift from the
exponential term, the third to sixth terms are due to the phase
shift from the poles of the Twin-T notch filter, and the last term
is the cumulative phase shift due to four zeros of the notch
filter. As the zeros of the notch filter occur at much higher
frequencies, their contribution will be neglected in estimating
the total phase shift. Fig. 12 shows the estimated PM versus
frequency to investigate the maximum achievable unity-gain
bandwidth ( fUGB). A 0.23 fREF is achieved for a maximum
fUGB, while a fUGB of 0.11 fREF is desired for a PM of
45◦. The PM estimation by modeling the loop delay using
the Padé approximation is also presented. As observed, the
estimation error is increased significantly as the frequency-of-
interest increases, which implies that higher order approxima-
tion is required. However, higher order approximation makes it
difficult to obtain an intuitive estimation. Admittedly, the loop
delay equivalently “shifts” the pole locations toward the low-
frequency region. However, the effective locations (after incor-
porating the shift in poles due to loop delay) are still far away
from the possible pole locations with the RC LPF, relaxing
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Fig. 13. Tradeoff between spur and PM for different types of loop filter implementations. (a) RC LPF only. (b) RC LPF with a Twin-T notch filter.
(c) MSSF only. (d) MSSF with a Twin-T notch filter.

the tradeoff mentioned in the first approach. Note that the
equivalent phase MSSF estimation is only applicable to phase
response and not to the amplitude response. This phenomenon
can be explained by modeling the time delay (e−sT ) using first
and second orders of Padé approximation [34]

e−sT
1.1 = 1 − 1

2 sT

1 + 1
2 sT

(5)

e−sT
2.2 = 1 + 1

2 sT + 1
12 (sT )2

1 − 1
2 sT + 1

12 (sT )2 . (6)

Equation (5) indicates that there are one left-plane pole and
one right-plane zero at the same location. This implies that
the amplitude response remains unity (i.e., 0 dB) since the
pole and zero cancel each other. However, the right-plane
zero contributes to the same phase response as the left-plane
pole leading to excessive phase degradation. It is also worth
mentioning that the purpose of the previous estimation is to
provide a fast and simple way to predict stability. Behavioral
simulation tools, such as CppSim, or transistor-level simula-
tion tools, such as Cadence, are, thus, highly recommended
for accurate estimations.

The maximum fUGB that can be obtained for both the
approaches (Chip1/Chip2) using (4) is also of interest to
investigate and compare. Fig. 13 shows the pole locations for
the two approaches. A conventional Type-I comprises only
an RC LPF, as shown in Fig. 13(a). Though the maximum
achievable bandwidth is large, this type of architecture suffers
from a spurious issue mentioned earlier. Thus, one can keep
increasing the time constant of the LPF at the cost of a
large silicon area and limited bandwidth [30]. A Twin-T
notch filter inserted after the RC LPF overcomes this issue
by suppressing the spurious components while achieving a
maximum fUGB−max of 0.18 fREF, as shown in Fig. 13(b).
With only MSSF, the maximum fUGB−max is increased to
0.5 fREF, as shown in Fig. 13(c). The same Twin-T notch
is inserted after the MSSF for spur suppression, resulting in
a maximum fUGB−max of 0.23 fREF. As observed, the pole
of MSSF is placed far away from the reference frequency,
thus having an insignificant influence on the loop response.
It can also be observed, comparing Fig. 13(b) and (d), that the

maximum achievable bandwidth is improved by replacing the
RC LPF with the MSSF while preserving the same Twin-T
notch filter. Next, spur suppression is discussed for the four
cases in Fig. 13.

To evaluate the effectiveness of the two approaches,
the power spectral density of the VCO voltage control line is
presented in Fig. 13 corresponding to the four cases in Fig. 13.
Fig. 14(a) shows only 39.54- and 24.7-dBc suppressions for
the first and second harmonics (referred to as the desired
signal at dc) with the RC LPF [referred to Fig. 14(a)].
After applying the Twin-T notch filter, additional 20.2- and
7.0-dB suppressions are observed for both the first and second
harmonics, as shown in Fig. 14(b). Fig. 14(c) and (d) shows
the comparison between MSSF only and MSSF in series with
a Twin-T notch filter, respectively. As observed, 18.5- and
6-dB improvements on both harmonics are obtained. It is
also worth comparing Fig. 14(a) and (c) since the MSSF
notches the harmonics of the reference frequency due to the
fundamental nature of the sampling itself. Hence, the suppres-
sion is better compared to RC LPF only. Similarly, compar-
ing Fig. 14(b) and (d) shows that slightly larger achievable
bandwidth alleviates the tradeoff compared with our first
implementations. To conclude this analysis, these results show
that the two proposed approaches are suitable for compact low-
power and robust sub-GHz ULP TXs. Furthermore, the second
approach provides a stable phase correction loop that can
suppress spur over the targeted band-of-interest.

Fig. 15 summarizes and compares the tradeoff for four cases
combining the spur rejection from Fig. 14. The MSSF with
a Twin-T notch filter [see Fig. 13(d)] does improve the PM
by nearly 10◦ and the spur suppression by nearly 24 dB for
the same unity-gain bandwidth. Moreover, the tradeoff is also
alleviated with improved bandwidth and the use of digital-
intensive architecture compared with Type-II architecture.
If one requires a wideband PLL to suppress the VCO noise,
the Type-I PLL serves as a better candidate compared with
Type-II architecture (i.e., BW is usually less than 1/10 fREF)
due to its inherent wideband techniques. However, if the spur is
of concern, the Twin-T notch filter can suppress the reference
spur significantly though with a slight degradation in available
bandwidth. One should pick the architecture (i.e., type, order,
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Fig. 14. Comparison of voltage control line power spectral densities corresponding to the loop filters in Fig. 13(a)–(d). (a) RC LPF only. (b) RC LPF with
a Twin-T notch filter. (c) MSSF only. (d) MSSF with a Twin-T notch filter.

Fig. 15. Phase-margin, bandwidth, and spur suppression comparison for four
cases in Fig. 14.

and loop filter) based on the targeted applications for optimal
design.

C. Stability and Noise Analysis for Both Implementations
The phase-domain model of the proposed system is shown

in Fig. 17. Unlike [35] and [36] where the injection-locked
technique acts as the proportional path, while the PLL acted
as the integral path, the lack of the integrator (i.e., charge
pump) in our proposed system implies that both loops function
as proportional loops. The effective system bandwidth (i.e.,
BWTX) can be approximated by the combination of the
bandwidth of two loops that are mentioned from [37]. The
PLL sets the initial bandwidth, which can be further estimated
using the analysis in Section III. Then, as the injection strength
increases, the bandwidth of the injection-locked path increases,
leading to improvement of the BWTX [37].

To validate the analysis, the loop gain is the main interest for
both bandwidth and stability. Different from the integer-N PLL
analysis, two transfer functions representing the upconversion
of reference noise [Hrl(s)] and phase realignment [Hup(s)] have
been included in the linearized model, as shown in Fig. 16, for
the injection lock mechanism. Hrl(s) and Hup(s) are expressed
as [38]

Hrl(s) = 1− β

1 + (β − 1)×e−sTREF
e−sTREF/2 sin(ωTREF/2)

ωTREF/2
(7)

Hup(s) = N × β

1 + (β − 1)×e−sTREF
e−sTREF/2 sin(ωTREF/2)

ωTREF/2
(8)

where β indicates phase realignment ratio, N represents the
divided (injection) ratio, TREF is the reference clock period,

Fig. 16. Linearized phase noise model for harmonically injection-locked
PLL [38].

Fig. 17. Loop gain and phase response of (a) RC LPF w/notch and (b) MSSF
w/notch.

and ω is the angular frequency. β ranges from 0 to 1, where
β = 0 represents pure PLL architecture (the injection-locked
path does not exist), while β = 1 indicates complete phase
alignment.

In the following analysis, we have selected β =
0.2, 0.5, or0.8. Here, the loop gain can be expressed as

LG(s) = KPD×HLoop filter(s)× KVCO

s
×Hrl(s)× 1

N
. (9)

Table I lists the critical parameters for modeling. Fig. 17 shows
the magnitude and phase response of the loop gain, including
the notch filters. As β is increased, the bandwidth and PM
increase, while the loop gain is decreased, which is consistent
with the conclusion drawn from [38]. Interestingly, the loop
gain is flat rather than having a −20-dB/decade starting from
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TABLE I

MODELING PARAMETERS

the origin. This is because Hrl(s) behaves as a high-pass
characteristic, which cancels the effect on the VCO pole (in
Type-II PLL, the charge pump contributes another pole located
at origin leading to −20 dB/decade). In summary, as indicated
in [38] and from our observations, stronger injection increases
the PM with lower loop gain which enhances the effective
system bandwidth and stability.

For the noise analysis, we again refer to the linearized
phase model in Fig. 16. The reference (REF) noise, divider
(DIV) noise, and PD noise are all considered as input noise
and denoted as �REF and �PD/DIV, respectively. Note that,
in conventional integer-N PLL, both reference noise transfer
function and the PD/divider transfer function are shared. How-
ever, in the injection-locked system, since an additional phase
alignment function is introduced, the reference noise transfer
function is different and needs to be considered separately.
The essential noise-related transfer function can be derived as

�Out

�REF
(s) = KPD×HLF(s)× KVCO

s ×Hrl(s)+Hup(s)

1 + LG(s)
(10)

�Out

�PD/DIV
(s) = KPD×HLF(s)× KVCO

s ×Hrl(s)

1 + LG(s)
(11)

�Out

�VCO
(s) = Hrl(s)

1 + LG(s)
. (12)

Fig. 18 shows the simulated phase noise for the MSSF with
a notch filter included. (Note that the phase noise of RC LPF
with a notch filter is almost the same as Fig. 18; therefore,
we only present one of the cases to explain). The phase noise
of the free-running VCO is extracted directly from Cadence
and then imported into MATLAB for estimation using the
noise shaping transfer function, as shown in Fig 18. Because
the noise transfer function model is shared between the
injection-locked technique and the Type-I PLL [39], there is
no significant transition point ideally compared with the Type-
II injection-locked PLL topology, given that the bandwidth of
PLL is greater than the injection-locked bandwidth. However,
the relationship between transition frequency regarding the
relation of ωPLL and ωIL is still valid, as stated in [27].

We bring the noise behavior of the MSSF [30] to develop the
complete design procedure. Because of the sampling nature of
MSSF, the study of the kT/C noise is important. As suggested
in [30], a larger value of CMSSF2 reduces noise contribu-
tion. Therefore, combined with the stability consideration, the

Fig. 18. Simulated phase noise (MSSF w/notch).

overall process for designing the MSSF should be suggested
as follows [30].

1) Choose CMSSF2 to satisfy the noise requirement. CMSSF1

is chosen to at least 10× larger for pushing the effective
pole away from the origin while maintaining a reason-
able area budget for an initial value pick.

2) Based on the target application, select a Type-I or
Type-II PLL. The Type-I PLL serves as a better candi-
date compared with Type-II PLL (i.e., BW is usually less
than 1/10 fREF) due to its inherent wideband techniques.

3) For spur suppression, the Twin-T notch filter can be
selected to effectively suppress the reference spur while
sacrificing the available bandwidth.

IV. IMPLEMENTATION OF SUBHARMONIC

INJECTION-LOCKED TX WITH

PHASE CORRECTION LOOP

This section describes the implementation details of the
proposed ULP TX. As shown in Fig. 19(a) and (b), both
designs share similar architectures described in [16] except
the loop filter, the nonoverlapping clock generator, and the
static CMOS clock divider (ratios of 5 and 8 for Chip1 and
Chip2, respectively).

The schematic of the RO, including the delay cell, is shown
in Fig. 20. The nine-stage single-ended structure is chosen for
low power and compact area. Fig. 20(b) shows the schematic
of the delay cell that is used in Fig. 20(a). The frequency
tuning mechanism is achieved by using both coarse and
fine-tuning.

The coarse tuning is realized using a 7-bit capacitor array to
meet the required tuning range as well as provide overlapping
areas to avoid any dead-zone after fine-tuning (implemented
by body bias control). Admittedly, the limited tuning range of
the body-bias method can be overcome with the coarse tuning
method by increasing the resolution of the coarse capacitor.

Fig. 21(a) and (b) shows the schematic of the static clock
divider with a division ratio of 5 [27] and 8, respectively.
Fig. 21(c) shows the schematic of the nonoverlapping clock
generator using NAND gates. It is also critical to keep the
mismatch amongst all the RO phases low. Hence, the delay
cell output load is compensated by adding extra routing
metal on each connection and carefully verified using parasitic
extraction tools, ensuring that the nine phases are matched
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Fig. 19. Schematic of the proposed TXs. (a) Chip1 with RC LPF and Twin-T notch filter. (b) Chip2 with MSSF and Twin-T notch filter.

Fig. 20. (a) RO and (b) its delay cell implementation.

Fig. 21. Schematic of (a) divide by 5 clock divider, (b) divide by 8 clock
divider, (c) nonoverlapping clock generator, and (d) PG.

to less than a femtofarad capacitance. Fig. 21(d) shows the
design of the PG. A fixed time delay is placed before the
PG to ensure that the injection happened within the tolerable

Fig. 22. Schematic of (a) buffer stages (buffer amplifier w/ data input) and
(b) edge-combing PA (edge-combining PA).

range, as explained in [27]. All the circuits in Fig. 19 are
implemented using standard cells, which shows the digital-
friendly and process scalability of the proposed architecture.

Fig. 22 shows the schematic of the driver stages and the
ECPA. The data path is also shown in Fig. 17(a). The input
OOK data are first applied to the data buffer, driven by a power
gating transistor, M1, which controls the supply of the last
three buffers depending on the streaming OOK data. Besides,
the buffer amplifier also helps to bring the signal from each
of the RO outputs to the ECPA, not only relaxing the required
drive strength of the RO but also helps in saving power.

After the buffer amplifier, each input with different phases
is fed into the ECPA composed of nine NAND gates realized
as pass-transistor-logic (PTL) connected in parallel. The ECPA
serves a dual role of both the PA and the mixer that translates
multiple low-frequency inputs into a single high-frequency
carrier. In addition, the ECPA is the only block operating
at the carrier frequency, while the rest of the blocks operate
at 1/5th (Chip1) or 1/8th (Chip2) of the carrier frequency,
thus minimizing the power consumption. Higher frequency
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Fig. 23. Die micrograph of (a) Chip1 [15] and (b) Chip2.

Fig. 24. Measured free-running RO tuning range (shared for both Chip1 and
Chip2).

multiplication ratios increase the layout complexity, power
consumption, and mismatches. Hence, the ECPA ratio is cho-
sen as 9 in this work. Following ECPA, an off-chip matching
network achieves a 50-� match with the antenna. Care has
been taken to model the parasitics of the bond wire, pad,
and PCB traces during simulations [15], yielding a first-order
design methodology to emulate the real test environment.

V. MEASUREMENT RESULTS

The proposed ULP TXs have been designed and fabricated
in 180-nm CMOS technology. Fig. 23 shows the chip micro-
graph with Chip1 and Chip2, occupying 0.493 and 0.54 mm2,
respectively (including pads). An active area of Chip1 and
Chip2 is 0.0413 and 0.0461 mm2, respectively.

Fig. 24 shows the measured tuning range for the RO varying
the body-bias for fine-tuning the delay cell. Combined with
the capacitive coarse tuning mechanism, the measured tuning
range is from 75 to 155 MHz, demonstrating sufficient cover-
age for the ISM band frequencies between 902 to 928 MHz.
As both the chips use the same RO, Fig. 24 represents the
measured tuning range for both Chip1 and Chip2.

Fig. 25 also shows the measured output return loss of less
than −10 dB for both the prototypes across the band-of-
interest. It can be observed that the two curves have slightly
different minimum values due to mismatches in the off-chip
components and different PCB layouts.

Figs. 26 and 27 show the measured spectrum for both
Chip1 and Chip2, improving the in-band spur suppression by
6.98 and 12.48 dB, respectively, when the Twin-T notch filter
is enabled. Note that the reference clock frequency for Chip1 is
20.33 and 12.8 MHz for Chip2. Hence, Chip2 originally has

Fig. 25. Measured output return loss for (a) Chip1 and (b) Chip2.

Fig. 26. Measured spectrum for Chip1 with (a) Twin-T notch filter disabled
and (b) Twin-T notch filter enabled.

Fig. 27. Measured spectrum for Chip2 with (a) Twin-T notch filter disabled
and (b) Twin-T notch filter enabled.

slightly worse in-band spur suppression (51 dBc) with no
Twin-T notch filter but can achieve similar performance to
Chip1 once the Twin-T notch filter is enabled. Because the
two implementations have different design parameters, it will
be hard to interpret the results directly without some normal-
ization. First, the higher injection ratio, N , of Chip2 raises the
spur by 4.08 dB [16, eq. (1)], assuming that the frequency
error term is the same between the two implementations.
Second, a similar spur difference of 4 dB is observed due
to higher fREF [16, eq. (2)] (assuming the ripple amplitude
is the same for simplicity). Third, because Chip1 has higher
fREF compared to Chip2, the spurious location is slightly far
away from the carrier frequency, causing more filtering and
leading to higher suppression by the matching network. The
out-of-band spurs will be discussed in the following. These
two figures clearly show the effectiveness of the proposed loop
filter in suppressing the control line ripple, thus minimizing the
output spurious tone to maintain the in-band spectral purity.
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Fig. 28. Characterization of (a) off-the-self BPF and (b) measured
S-parameter.

 

Fig. 29. Measured spectrum for large span (Chip2) disabling the Twin-T
notch filter (a) without off-chip BPF and (b) with off-chip BPF.

We now analyze the results of out-of-band spurious emis-
sions, as observed in Figs. 26 and 27. Unlike other TX
architectures in Fig. 2, the frequency multiplying architec-
ture suffers from multiple spurious tones around the carrier
frequency contributed by the reference frequency, the RO
frequency, and their mixing products. In general, the first and
second harmonics have the highest influence within the band,
while the rest can be attenuated by the matching network.
Among other out-of-band spurs that are rarely investigated in
previous works, the spurs due to the RO frequency contribute
the most and cannot be suppressed using circuit techniques
only as the carrier is generated by combining the RO phases
itself. Hence, an additional matching network or filtering is
required as demonstrated by using an off-chip BPF.

Fig. 28(a) shows the off-chip BPF that is characterized
using S-parameter measurement, as shown in Fig. 28(b). The
passband ranges from 895 to 935 MHz, providing around
−3-dB loss, while the input/output return loss is maintained
less than −15 dB across the band. The results show that the
input/output return loss and passband gain (loss) meet our test
requirements.

Figs. 29 and 30 compare the spurious performance of
Chip2 with a Twin-T notch filter disabled and enabled over a
large 500-MHz span with and without the BPF. As shown in
Fig. 29(a), when the Twin-T notch filter is disabled, it can be
observed that the RO-related harmonics dominate the out-of-
band spurious performance. The off-chip BPF suppresses the
out-of-band RO-related harmonics [see Fig. 29(b)]; however,
the in-band spurs remain the same. Fig. 30(a) shows the
measured spectrum over the same 500-MHz span with both
the Twin-T notch filter and MSSF enabled and the output in

Fig. 30. Measured spectrum for large span (Chip2) enabling the Twin-T
notch filter (a) without off-chip BPF and (b) with off-chip BPF.

Fig. 31. Measured phase noise of (a) Chip1 and (b) Chip2.

series with the off-chip BPF, respectively. Both the in-band and
out-of-band spurious tones are greatly suppressed implying the
importance of the proposed spurious tone reduction technique.
We also observe that there is a low-side spur at 896 MHz
(second harmonic) that is not suppressed. The reason is that
the low-side spur at 896 MHz still lies in the passband of
the off-chip BPF while the high-side spur at 947.2 MHz falls
outside the passband of this filter. This can be remedied by
customizing the BPF in future works.

One might argue that a BPF with a narrower passband
can suppress all the harmonics preserving the desired signal
and, thus, relaxing the need for any circuit techniques to
maintain spectral purities. This is true if the harmonics are far
away from the center frequency, but the filter design becomes
challenging as the targeted filtered frequency component is
extremely close to the carrier frequency.

Fig. 31 shows the measured TX output phase noise for the
two prototypes. The measured phase noise performance at a
1-MHz offset is −82.1 and −96.2 dBc/Hz, respectively. The
RO phase noise can be estimated by subtracting the TX phase
noise by 20 log(9) (where 9 is the number of RO phases),
achieving 101.2 and 115 dBc/Hz at a 1-MHz frequency offset,
respectively. The rms jitter performance is estimated from the
phase noise plot as 92.67 and 85.25 ps for Chip1 and Chip2,
respectively, integrated from 1- to 1-MHz offsets.

Fig. 32 shows the OOK-modulated TX transient output after
applying the OOK data. Fig. 32(a) shows the implementa-
tion results when applying the input data stream of 101010.
Fig. 32(b) shows the results for Chip2 with 20-Mb/s streaming
PRBS OOK data. This shows the ability to support low-to-
medium data transmission. Table II compares the proposed
work with state-of-the-art sub-GHz TXs. A >3X improved
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TABLE II

PERFORMANCE SUMMARY AND COMPARISON WITH STATE-OF-THE-ART SUB-GHZ TX

Fig. 32. Measured OOK-modulated signal. (a) Chip1. (b) Chip2.

energy efficiency under ULP operation is obtained while
consistently achieving >60-dB spur suppression.

VI. CONCLUSION

This work demonstrated digital-intensive ULP ISM band
TXs with improved spur suppression using the Type-I

phase correction loop with the injection-locked technique for
sub-GHz applications. The Type-I loop successfully corrects
the phase error, which effectively minimizes the induced
spur from the injection-locked technique. The control voltage
ripple due to the correction loop is suppressed using two
methods. The first method using a conventional RC low-
pass filter with an area-efficient Twin-T notch filter in the
Type-I loop, while the second method comprises a discrete-
time filter with the same Twin-T notch filter. A detailed
analysis is presented, which shows that the discrete-time filter
with a Twin-T notch filter breaks the performance tradeoff
between spur suppression, PM, and loop bandwidth in the
first method. Measurements show that the two prototypes can
output −14 dBm with an energy efficiency of 66.97- and
12.5-pJ/bit streaming 3- and 20-MB/s OOK data, respectively.
The average power consumption can be further minimized
with aggressive duty cycling and technology scaling. Benefit-
ting from the digital-intensive architecture, the proposed TX
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will, thus, be suitable for sub-GHz low-power IoE wireless
sensor network applications.
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