Sarsa: On-Policy TD Control

Turn this into a control method by always updating the policy to be greedy with respect to the current estimate:

Initialize $Q(s, a)$ arbitrarily
Repeat (for each episode):
  Initialize $s$
  Choose $a$ from $s$ using policy derived from $Q$ (e.g., $\varepsilon$-greedy)
Repeat (for each step of episode):
  Take action $a$, observe $r$, $s'$
  Choose $a'$ from $s'$ using policy derived from $Q$ (e.g., $\varepsilon$-greedy)
  $Q(s, a) \leftarrow Q(s, a) + \alpha[r + \gamma Q(s', a') - Q(s, a)]$
  $s \leftarrow s'$; $a \leftarrow a'$
until $s$ is terminal
Q-Learning: Off-Policy TD Control

One-step Q-learning:

\[
Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha \left[ r_{t+1} + \gamma \max_a Q(s_{t+1}, a) - Q(s_t, a_t) \right]
\]

Initialize \( Q(s, a) \) arbitrarily
Repeat (for each episode):
   Initialize \( s \)
   Repeat (for each step of episode):
      Choose \( a \) from \( s \) using policy derived from \( Q \) (e.g., \( \varepsilon \)-greedy)
      Take action \( a \), observe \( r, s' \)
      \( Q(s, a) \leftarrow Q(s, a) + \alpha [r + \gamma \max_a Q(s', a') - Q(s, a)] \)
      \( s \leftarrow s' \);
   until \( s \) is terminal
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\[ \varepsilon \text{-greedy, } \varepsilon = 0.1 \]
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Afterstates

- Usually, a state-value function evaluates states in which the agent can take an action.
- But sometimes it is useful to evaluate states after agent has acted, as in tic-tac-toe.
- Why is this useful?
Summary

• TD prediction
• Introduced one-step tabular model-free TD methods
• Extend prediction to control by employing some form of GPI
  – On-policy control: Sarsa
  – Off-policy control: Q-learning
• These methods bootstrap and sample, combining aspects of DP and MC methods
Questions – for Discussion

• What is common to all three classes of methods? – DP, MC, TD
• What are the principle strengths and weaknesses of each?
  – How could you use each to “solve” black jack?
  – What about Mario?
• In what sense is our RL view complete?
• In what senses is it incomplete?
  – What are the principal things missing?
• The broad applicability of these ideas…
• What does the term bootstrapping refer to?
• What is the relationship between DP and learning?