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Abstract. A k-system consists of k quadratic Diophantine equations
over nonnegative integer variables si, ..., Sm, t1, ..., tn, of the form:

Z B1j(t1, ...,tn)Alj(Sl, ) Sm) = 01(81, ceey Sm)

1<5<1

Z Bkj(tl, ey tn)Akj(Sl, ey Sm) = C’k(sl, ey Sm)
1<G<1

where [, n, m are positive integers, the B’s are nonnegative linear polyno-
mials over t1, ..., ¢, (i.e., they are of the form bg + b1t1 + ... + bptn, where
each b; is a nonnegative integer), and the A’s and C’s are nonnegative
linear polynomials over si, ..., sm,m. We show that it is decidable to deter-
mine, given any 2-system, whether it has a solution in s1, ..., Sm, t1, ..., tn,
and give applications of this result to some interesting problems in veri-
fication of infinite-state systems. The general problem is undecidable; in
fact, there is a fixed k > 2 for which the k-system problem is undecid-
able. However, certain special cases are decidable and these, too, have
applications to verification.

1 Introduction

During the past decade, there has been significant progress in automated verifi-
cation techniques for finite-state systems. One such technique is model-checking
[BIT9] that explores the state space of a finite-state system and checks that a
desired temporal property is satisfied. Model-checkers like SMV [13] and SPIN
[10] have been successful in many industrial-level applications. The successes
have greatly inspired researchers to develop automatic techniques for analyzing
infinite-state systems (such as systems that contain integer variables and pa-
rameters). However, in general, it is not possible to develop such techniques,
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e.g., it is not possible to (automatically) verify whether an arithmetic program
with two integer variables is going to halt [17]. Therefore, an important aspect
of the research on infinite-state system verification is to identify what kinds of
practically useful infinite-state models are decidable with respect to a particular
form of properties (e.g., reachability).

In this paper, we look at a class of infinite-state systems that contain pa-
rameterized or unspecified constants. For instance, consider a nondeterministic
finite state machine M. Each transition in M is assigned a label. On firing the
transition s —% s’ from state s to state s’ with label a, an activity a is per-
formed. There are finitely many labels a1,...,a; in M. M can be used to model,
among others, a finite state process Where an executlon of the process corre-
sponds to an execution path (e.g., sg _ya” 51 et Srt1, for some r) in
M. On the path, a sequence of activities a°...a" are performed. Let X1,..., Xy
be any k sets (not necessarily disjoint) of labels. An activity a is of type ¢ if
a € X;. An activity could have multiple types. Additionally, activities a1, ..., q
are associated with weights wy,...,w; that are unspecified (or parameterized)
constants in N, respectively. Depending on the various application domains, the
weight of an activity can be interpreted as, e.g., the time in seconds, the bytes of
memory, or the budget in dollars, etc., needed to complete the activity. A type
of activities is useful to model a “cluster” of activities. When executing M, we
use nonnegative integer variables W; to denote the accumulated weight of all
the activities of type i performed so far, 1 < ¢ < k. One verification question
concerns reachability:

(*) whether, for some values of the parameterized constants wy, . .., wy,
there is an execution path from a given state to another on which
Wy, ..., wi, Wi, ..., Wy satisfy a given Presburger formula P (a Boolean
combination of linear constraints and congruences).

One can easily find applications for the verification problem. For instance, con-
sider a packet-based network switch that uses a scheduling discipline to de-
cide the order in which the packets from different incoming connections cy, ..., ¢
are serviced (visited). Suppose that each connection ¢; is assigned a weight w;,
1 <4 <[, and each time when a connection is serviced (visited), the number
of packets serviced from that connection is in proportion to its weight. But in
this switch we have two outgoing connections (two servers in the “queue theory”
jargon) o and og each of which serves a set of incoming connections C; and
Cs respectively (C1 UCs = {¢1, ..., ¢ }). The scheduling discipline for this switch
can be modeled as a finite state system. If we take the event that an incoming
connection is serviced by a specific server as an activity, then the weight of the
activity could be the number of packets served that is in proportion to the weight
of the incoming connection. Thus W7 and W5 could be used to denote the total
amount (accumulated weights) of packets served by the two servers respectively.
Later in the paper, we shall see how to model a fairness property using (*).

In this paper, we study the verification problem in (*) and its variants. First,
we show that the problem is undecidable, in general. Then, we consider various
restricted as well as modified cases in which the problem becomes decidable.
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For instance, if P in (*) has only one linear constraint that contains some of
Wy, ..., Wy, then the problem is decidable. Also, rather surprisingly, if in the
problem in (*) we assume that the weight of each activity a; can be nondeter-
ministically chosen as any value between a concrete constant (such as 5) and a
parameterized constant w;, then it becomes decidable. We also consider cases
when the transition system is augmented with other unbounded data structures,
such as a pushdown stack, dense clocks, and other restricted counters.

In the heart of our decidability proofs, we first show that some special classes
of systems of quadratic Diophantine equations/inequalities are decidable (though
in general, these systems are undecidable [16]). This nonlinear Diophantine ap-
proach towards verification problems is significantly different from many ex-
isting techniques for analyzing infinite-state systems (e.g., automata-theoretic
techniques in [I418]7] , computing closures for Presburger transition systems [6]
4], etc.). Then, we study a more general version of the verification problem by
considering weighted semilinear languages in which a symbol is associated with
a weight. Using the decidability results on the restricted classes of quadratic
Diophantine systems, we show that various verification problems concerning
weighted semilinear languages are decidable. Finally, as applications, we “re-
interpret” the decidability results for weighted semilinear languages into the
results for some classes of machine models, whose behaviors (e.g., languages
accepted, reachability sets, etc) are known to be semilinear, augmented with
weighted activities.

Adding weighted activities to a transition system can be found, for instance,
n [15]. In that paper, a “price” is associated with a control state in a timed au-
tomaton [2]. The price may be very complex; e.g., linear in other clock values etc.
In general, the reachability problem for priced timed automata is undecidable
[15]. Here, we are mainly interested in the decidable cases of the problem: what
kind of “prices” (i.e., weights) can be placed such that some verification queries
are still decidable, for transition systems like pushdown automata, restricted
counter machines, etc., in addition to timed automata.

The paper is organized as follows. In the next section, we present the decid-
ability results for the satisfiability problem of two special classes of quadratic
Diophantine systems (Lemma 2] and Theorem [Il). Then in Section 3, we gener-
alize the verification problem in (*) in terms of weighted semilinear languages,
and reduce the problem and its restricted versions to the classes of quadratic
Diophantine systems studied in Section 2. In Section 4, we discuss the applica-
tion aspects and extensions of the decidability results to other machine models.
Due to space limitation, some of the proofs are omitted in the paper. The full
version of the paper is accessible at www.eecs.wsu.edu/~zdang.

2 Preliminaries

Let N be the set of nonnegative integers and let x1,...,z, be n variables over
N. A linear constraint is defined as a1z + ... + apx, > b, where aq,...,a,
and b are integers. A congruence is x; = ¢, where 1 < i < n, and b # 0,0 <
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¢ < b. A Presburger formula is a Boolean combination of linear constraints and
congruences using V and —. Notice that, here, Presburger formulas are defined
over nonnegative integer variables (instead of integer variables). It is well known
that Presburger formulas are closed under quantifications (V and 3).

A subset S of N is a linear set if there exist vectors vg, v1,...,v; in N™ such
that S = {v|v = vg + byvy + ... + by, b; € N}. The set S is a semilinear set
if it is a finite union of linear sets. It is well known that S is semilinear iff S
is Presburger definable (i.e., there is a Presburger formula P such that P(v) iff
v e S).

A linear polynomial is a polynomial of the form ag + a1z1 + ... + a,x,, Where
each coefficient a;, 0 < ¢ < n, is an integer. The polynomial is constant if each
a; =0, 1 <4 < n. The polynomial is nonnegative if each a;, 0 <7 < n, is in N.
The polynomial is positive if it is nonnegative and ag > 0. A variable appears in
a linear polynomial iff its coefficient in that polynomial is nonzero. The following
result is needed in the paper.

Lemma 1. It is decidable whether an equation of the following form has a so-

lution in nonnegative integer variables S1,...,Smyt1,. . tn:
Lo+ Liti+...+ Lyt, =0 (1)
where Lo, L1, ..., Ly are linear polynomials over si,...,8m. The decidability re-

mains even when the solution is restricted to satisfy a given Presburger formula
P over s1,...,5m.

Proof. The first part of the lemma has already been proved in [8], while the
second part is shown below using a “semilinear transform”. As we mentioned
earlier, the set of all (s1,...,8,) € N™ satisfying P is a semilinear set (i.e.,
a finite union of linear sets). For each linear set of P, one can find nonnega-
tive integer variables uq, ..., u for some k and a nonnegative linear polynomial
pi(uy,...,ux) for each 1 <4 < m such that (s1,...,8y) is in the linear set iff
each s; = p;(u1,...,u), for some uq,...,ur. The second part follows from the
first part by substituting p;(u1,...,u) for s; in Lo, L1, ..., Ly,. |

Let I, J and K be three pairwise disjoint subsets of {1, ...,n}. An n-inequality
is an inequality over n nonnegative integer variables t1,...,t, and m (for some
m) nonnegative integer variables si, ..., s, of the following form:

D; + a(z Lqit; + Z Lqjt;) < Dy + Z Loyit; + Z Loty

icl jeJ icl keEK

<D+ QI(Z Lyit; + ZLljtj)v (2)

iel jeJ

where a < o’ € N, the D’s (resp. the L’s) are nonnegative (resp. positive)
linear polynomials over s1, ..., 8, and D; < D] is always true (i.e., true for all
S1y..+8m € N).
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Lemma 2. For any n, it is decidable whether an n-inequality in (3) has a so-
lution in nonnegative integer variables s1,...,Sm,t1,- .., tn. The decidability re-
mains even when the solution is restricted to satisfy a given Presburger formula
P over s1,...,8m.

Theorem 1. It is decidable whether a system in the following form has
a solution in nonnegative integer variables si,...,Sm, t1,....tn: P(D1 +
Yoicicn Litis Do + Y1 cicpy Loits), where P is a Presburger formula over two
nonnegative integer variables and the D’s and the L’s are nonnegative linear
polynomials over s1,...,Sm.

3 Semilinear Languages with Weights

We first recall the definition of semilinear languages. Let X = {aq,...,a;} be
an alphabet. For each word a in X*, the Parikh map of « is defined to be
d(a) = (Pa, (@), ..., Pa, () where ¢q, () denotes the number of occurrences of

symbol a; in word «, 1 <14 < [. For a language L € X*, the Parikh map of L is
¢(L) = {¢(a)|a € L}. The language L is semilinear iff ¢(L) is a semilinear set.
L is effectively semilinear if the semilinear set ¢(L) can be computed from the
description of L.

Now, we add “weights” to a language L. A weight measure is a mapping that
maps a symbol in X to a weight in N. We shall use wi,...,w; to denote the
weights for aq,...,a;, respectively, under the measure. Let Xy, ..., X be any k
fixed subsets of Y. For each 1 <i < k, we use W;(«a) to denote the total weight
of all the occurrences for symbols a € X; in word «; i.e.,

Wila) = 3 w; - u, (). (3)

ajGEi

Wi(a) is called the accumulated weight of a wrt X;. We are interested in the
following k-accumulated weight problem:

— Given: An effectively semilinear language L, k subsets Xq,..., X% of X, and
a Presburger formula P over [ 4+ k variables.
— Question: Is there a word « in L such that, for some w1, ...,w; € N,
P(wy,...,w, Wi(a),...,Wi(a)) (4)
holds?

In a later section, we shall look at the application side of the problem. The rest
of this section investigates the decidability issues of the problem by transforming
the problem and its restricted versions to a class of Diophantine equations.

A k-system is a quadratic Diophantine equation system that consists of k
equations over nonnegative integer variables si, ..., $m, t1, ..., t, (for some m,n)
in the following form:
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Z Blj(tla ...,tn)Alj(Sl, ceey Sm) = Cl(sl, ceey Sm)
1<5<d

()

Z Bkj(tl, ...,tn)Akj(Sl, ...,Sm) = C’k(sl, ...,Sm)
1<5<l

where the A’s, B’s and C’s are nonnegative linear polynomials, and I, n,m are
positive integers.

Theorem 2. For each k, the k-accumulated weight problem is decidable iff it is
decidable whether a k-system has a solution.

It is known [12] that there is a fixed k such that there is no algorithm to
solve Diophantine systems in the following form: t1F} = Gy, t1H; = I, ...,
tFr = Gy, txHp = I, where the F’s, G’s, H’s, I’s are nonnegative linear
polynomials over nonnegative integer variables si, ..., S;,, for some m. Observe
that the above systems are 2k-systems. Therefore, from Theorem [2],

Theorem 3. There is a fized k such that the k-accumulated weight problem is
undecidable.

Currently, it is an open problem to find the maximal k£ such that the k-
accumulated weight problem is decidable. Clearly, when & = 1, the problem
is decidable. This is because 1-systems are decidable (Lemma [). Below, using
Theorem [Ml we show that the problem is decidable when k = 2. Interestingly, it
is still open whether the decidability remains for k = 3.

Theorem 4. The 2-accumulated weight problem is decidable.

In some restricted cases, the accumulated weight problem is decidable for a
general k. We are now going to elaborate these cases. Consider a k-accumulated
weight problem such that () is a disjunction of formulas in the following special
form:

Qwy, .. ,w) N axWi(a) + ...+ apWi(a) + biwy + ... + bw; ~ ag (6)

where @ is a Presburger formula over [ variables, the a’s and b’s are integers,
and ~€ {=,#,>,<,>,<}. Under this restriction, the k-accumulated weight
problem is decidable.

Theorem 5. For each k, the k-accumulated weight problem, in which ({) is a
disjunction of formulas in the form of (6), is decidable.

Currently we do not know whether Theorem [l still holds if (@) is conjuncted
with one additional inequality: ai Wi (a)+...+a) Wi (o) +bjwi +. .. +bjw; ~ ay.
As in the statement of the problem at the beginning of this section, a weight
measure assigns numbers w1, . . ., w; to symbols a1, ..., a; respectively. Instead of
a fixed one, suppose that the weight of a symbol a; can take any value between
a given number ¢; and w;. That is, the weight measure defines a possible weight



674 G. Xie, Z. Dang, and O.H. Ibarra

range that a symbol can have, with the given number g; being the lowest possible
weight. Thus, in contrast to (@), W;(a), 1 < i <, will be a set:

Wis 3 g b, (@) < Wi < 3wy 0, (). (7)

a;€X; a;€X;

For instance, suppose X1 = {a1}, ¢1 = 2, w1 = 7, and a word a = ajaia;.
Clearly, 12 is a weight in W (a) according to ().

With the new definition of W;(«), the following loose k-accumulated weight
problem can be formulated:

— Given: An effectively semilinear language L, numbers ¢i,...,q; € N, k
subsets X, ..., X of X, and a Presburger formula P over [ + k variables.
— Question: Is there a word a in L such that, for some wy,...,w; € N, and

for some Wl,...,Wk,
Wl S W1(CY) A A Wk S Wk(a) A P(wl, .. .,wth, .. .,Wk) (8)
holds?

Notice that the lower weight bounds ¢i,...,q; are in the Given-part, hence
they are constants; while the upper bounds wy,...,w; in the Question-part,
are essentially unspecified parameters. (Otherwise, if the lower bounds ¢, ..., ¢
are moved into the Question-part; i.e., both the lower and the upper bounds
are parameterized constants, then the k-accumulated weight problem is a special
case of the loose k-accumulated weight problem under this definition, by letting
the lower bound and the upper bound be the same parameterized constant for
each activity.)

The following result shows that the loose k-accumulated weight problem is
decidable for each k. It is in contrast to Theorem [3] that the k-accumulated
weight problem is undecidable for some large k.

Theorem 6. For each k, the loose k-accumulated weight problem is decidable.

4 Applications

In this section, we will apply the results presented in the previous section to
some verification problems concerning infinite systems containing parameterized
constants. We start with a general definition.

A transition system M can be described as a relation T C Sx ™ x X x SxI™,
where S is a finite set of states, I" is the configuration alphabet, and X' is the
activity alphabet. Obviously, we always assume that M can be effectively de-
scribed; i.e., T is recursive. A configuration (s, 3) of M is a pair of a state s in
S and a word B in I'*. In the description of M, an initial configuration is also
designated. According to the definition of T', an activity in X' transforms one con-
figuration to another. More precisely, we write (s, 3)-(s’, 8') if T(s, 8,a, 5", 3').
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Let a € X* with a = a'...a™ for some m. We say that (s, 3,a) is reachable if,

for some configurations (sg, 5o), - - -, (Sm, Bm), the following is satisfied
<80760>a_>"'a_><8m76’m>7 (9)

where (sg, o) is the initial configuration, s,, = s and (,, = 3. We use Ls to
denote the set {(8, @) : (s, 3, ) is reachable}. M is a semilinear system if L is
an effectively semilinear language for each s € S (i.e., the semilinear set of L is
computable from the description of M). As before, we use wy, ..., w; to denote
a weight measure of X' = {ay,...,a;}, and use X1,..., X to denote k subsets
of X. We may introduce weight counters Wy, ..., Wy into M to indicate that
the accumulated weight on each Y; is incremented by w; whenever an activity
a; € X; is performed. That is, on a transition (s,ﬁ)g(s’,ﬁ’> in M, the counters
are updated as follows, for each 1 < i < k, if a; € X; then W; = W; + w;
else W; := W;. Similarly, for a loose weight measure (q1,w1), ..., (q,w;), the
counters are updated on the transition as follows: for each 1 <13 <k, if a; € X;
then W; := W, + p; else W; := W;, for some ¢; < p; < w; (ie., p; is nonde-
terministically chosen between ¢; and wj;). Starting with 0, the weight counters
are updated along an execution path in (). We say that (s, 8, a, Wy,...,Wg)
is reachable (under the weight measure wy, ..., w;) if the weight counters have
values W1, ..., Wy at the end of an execution path in (@) witnessing that (s, 3, «)
is reachable.

Let y1,...,4, and 21, . . ., z, be distinct variables. A (u, v)-formula, denoted by
P([y1,- -, yul; [21 - - -» 20]), is a Presburger formula that is a Boolean combination
(using A and —) of Presburger formulas over yi,. .., y, and Presburger formulas
over zi, . . ., zy. For the M specified in above, we let u = |I'|+1 and v = I+k. Now,
we consider the k-reachability problem for M: given a state s and a (u, v)-formula
P, are there wq,...,w; € N such that

P([Qb(a),gb(ﬁ)];[wl,-.-,WZ,Wl,-.-,Wk]) (10)
holds for some reachable (s,[,a, Wi,...,W) (under the weight measure
w1, ...,w;)? The loose k-reachability problem for M can be defined similarly

where the lower weights ¢1, ..., ¢ are given. Directly from Theorems [, [ and [6]
one can show the following results.

Theorem 7. The 2-reachability problem is decidable for semilinear systems.

Theorem 8. For each k, the k-reachability problem is decidable for semilinear

systems, when P in (I0) is a disjunction of formulas in the following form:
Q([¢(OZ), gb(ﬂ)], [wl, .. .,wl]) ANetWi + .4+ Wy +dywy + ... + djwy ~ cq,

where Q is a (u,l)-formula, the ¢’s and d’s are integers, and ~€ {=,#,>,<, >,
<}.
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Theorem 9. For each k, the loose k-reachability problem for semilinear systems
is decidable.

Many machine models are semilinear systems. We start with a simple model.
Consider a nondeterministic finite state machine M, which is specified in Section
[with a designated initial state. Notice that, in this case, I = . Let s be a state.
Clearly, L, the set of all the activity sequences when M moves from the initial
state to s is a regular (and hence semilinear) language. Therefore, Theorems
[7] and 8 hold for such M. Conversely, for any semilinear language L, one can
construct, from the semilinear set of L, a regular language whose semilinear set
is the same as the semilinear set of L [I8]. From the regular language, one can
easily construct a M and a state s such that the regular language is exactly L.
It is routine to establish the fact that the k-reachability problem is decidable
(for the M) iff the k-accumulated weight problem is decidable (for the L). From
Theorem [B] one can show

Theorem 10. There is a fixed k such that the k-reachability problem is unde-
cidable for finite state machines M.

In the definition of the k-reachability problem, the Presburger formula P
in (I0) is to specify the undesired values for the w’s and the W’s. When M is
understood as a design of some system, a positive answer to the instance of the k-
reachability problem indicates a design bug. In software engineering, it is highly
desirable that a design bug is found as early as possible, since it is very costly
to fix a bug once a system has already been implemented. It is noticed that in a
specific implementation of the design, the parameterized constants are concrete,
though the values differ from one implementation to another. Of course, one
may test the specification by plugging in a particular choice for the concrete
values. However, it is important to guarantee that for any concrete values for
the parameterized constants, the design M is bug-free.

For instance, consider again the packet-based network switch example, where
as we mentioned in Section [l the switch is modeled as a finite state machine.
Suppose the scheduling discipline is required to achieve such fairness property
that no matter how the weights are assigned, the total packets serviced by o1
must be greater than that of 0s only if the summation of weights of connections
in C is greater than that of Co (we assume that all connections are nonempty
at any time); i.e.,

Z w; — Z ’LUZZO—>W1—WQZO
c;€Cy c; €C2

From Theorem [0, we know this fairness property can be automatically verified.
When there are k servers involved in the example switch, a fairness property can
be similarly formulated as a conjunction of the fairness between any two servers.
In this case, the fairness property over k-servers is hard to be automatically
verified, because of Theorem [T

One may consider other variations on the model of M. For instance, an
activity a; is associated with, instead of one parameterized weight w;, but two
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(or any fixed number of) parameterized weights w, and w?, from which an

instance of the activity can nondeterministically choose during execution. But
this variation does not increase the expressive power of M, since “performing
activity a;” can be simulated by “performing activity al” or “performing activity
a?” (nondeterministically chosen) where activity a} (resp. a?) has weight w}
(resp. w?). One may consider another variation on the model of M where an
instance of activity a; has a weight nondeterministically chosen in between some
given number (such as 2) in N and a parameterized constant w;. Clearly, from
Theorem [@ the loose k-reachability problem is decidable for this model of M.

M can be further generalized; e.g., M is augmented with a pushdown stack.
Each transition in M now is in the following form: s —%%7 &', indicating that M
moves from state s to state s’ while performing an activity a and also updating
the stack (replacing the top symbol b in the stack by a stack word ~y). There
are only finitely many transitions in the description of M. Initially, the stack
contains a designated initial symbol (i.e., an initialized stack) and the machines
stays at an initial state. Notice that, for this model of M, L, is a permutation
of a context-free (hence semilinear) language. Therefore, M is still a semilinear
system. The results of Theorems [7, [§ and @] apply for pushdown systems.

M can be further augmented with a finite number of reversal-bounded coun-
ters. A nonnegative integer counter is reversal-bounded [TT] if it alternates be-
tween a nondecreasing mode and a nonincreasing mode (and vice versa) for a
given finite number of times, independent of the computations. Hence, a transi-
tion in M, in addition to the stack operation, can increment/decrement a counter
by one and test a counter against zero. When the counter values are encoded
as unary strings, it is not hard to show that the language of L, is a semilinear
language [I1]. Hence, this model of M is still a semilinear system, and hence,
Theorems [7] B and @] can be applied.

M can be further generalized by adding a number of dense clocks. A clock is
a nonnegative real variable. Clock behavior in M includes progresses and resets.
A clock progress makes all the clocks advance with the same rate for a nondeter-
ministically chosen amount in positive reals. A clock reset brings a clock value
to 0 while keeping all the other clocks unchanged. In M, a transition is either
a stay transition or a reset transition. A stay transition makes M stay in the
current state and not perform any stack and counter operations, but the clocks
progress. A reset transition makes M move from a state to another while per-
forming an activity, a stack operation, and/or a counter operation. In addition,
the transition resets some clocks. A clock constraint is a Boolean combination
of formulas x ~ ¢ and x — y ~ ¢ where x,y are clocks, and ¢ is an integer,
~€E {>,<,=,>,<}. A (stay/reset) transition in M is also associated with a
clock constraint that must be satisfied in order for the transition to fire. The
reader may have already noticed that, when M does not have reversal-bounded
counters and the pushdown stack, and when each activity is understood as an
“input symbol”, M is simply equivalent to a timed automaton [2] that has been
well studied in recent years for modeling and verifying real-time systems (see [I]
for a survey). Here in this paper, an activity on a transition in M is associated



678 G. Xie, Z. Dang, and O.H. Ibarra

with a weight. This weight can be understood as a special form of “prices” in the
sense of [15] that tries to model some (e.g., linearly) time-dependent variables
in a complex real-time systems. Though, in general, priced timed automata are
undecidable for reachability [15], some restricted forms of prices should be de-
cidable, as shown in below, when one understands a weight as a special form of
prices.

Consider an execution of M that starts from the initial state and ends with
state s. Initially, all the clocks and counters are 0 and the stack is initialized.
At the end of the execution, we require that the clock values (x1,...,2;), the
counter values (y1,...,9.), and the stack content () satisfy a given formula
Q(X1y . Tty Y1y - oy Yu, 21, - - -, Zm ) Where z; is the number of occurrences of stack
symbol b; in stack word . The form of the formula @ is a Boolean combina-
tion of 1(x1, .., T, Y1, -+ oy Yus 215 - - -» 2m) ~ 0 where [ is a linear polynomial and
~€ {>,<,=,>,<}. Notice that @ contains both dense variables and discrete
variables. Here, we use L to denote the set of all activity sequences on all such
executions. If M does not have counters and the stack, L is a regular language
and @ is a clock constraint (i.e., as we defined earlier, comparing one clock or the
difference of two clocks against a constant). The regularity can be shown using
the classic region technique in [2]. In general, however, L is not regular. Using the
main theorem in [9], one can show that L can be accepted by a nondeterministic
pushdown automaton with reversal-bounded counters. Hence, L is still a semi-
linear language according to [T1]. Associating an activity with a parameterized
constant, one can formulate a k-reachability problem for M (similar to (I0)): Is
there an execution of M from the initial state to state s such that, at the end of

the execution, the parameterized constants wy, ..., w;, the accumulated weights
Wi, ..., Wy, the clocks values z1,...,z;, the counter values yi,...,y,, and the
stack word counts z1, ..., z,, satisfy

Pwy,..cow, Wi, oo s We) A QX1 oy @ty Yy e oy Yy 21y - - or Zm) T

Following the same proof ideas, one can show that the results of Theorems [] B]
and [J still hold for the M augmented with dense clocks, a pushdown stack and
reversal-bounded counters.

As a final example, we use the decidability of 2-systems to strengthen recent
results in [T2]. Consider the model of a two-way deterministic finite automaton
augmented with monotonic (i.e., nondecreasing) counters Cf, ..., Cy operating on
an input of the form a’'...a% (for some fixed n), with left and right endmarkers.
M starts in its initial state on the left end of the input with all counters initially
zero. At each step, a counter can be incremented by 0 or 1, but the counters do
not participate in the dynamics of the machine. An m-equality relation E over
the counter values is a conjunction of m atomic relations of the form ¢; = ¢;.
The m-equality relation problem is that of deciding, given a machine M, a state
q, and an m-equality relation E, whether there is (i1, ...,7,) such that M, on
input a’f. ..ain reaches some configuration where the state is ¢ and the counter
values satisfy E. Note that in dealing with the m-equality relation problem, we
need only consider machines with at most 2m monotonic counters. It is open
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whether the m-equality relation problem is decidable. However, when m = 1, it
was recently shown in [12] that the 1-equality relation problem is decidable. The
proof of the decidability for m = 1 in [12] does not generalize to the case when
the two counter values must satisfy an arbitrary Presburger formula F. We give
a proof of this generalization below.

First we generalize the m-equality relation problem by allowing E to be
an arbitrary Presburger relation E(ci,...,cx) over the counter values cy, ..., k.
Call this the Presburger relation problem. Note that the m-equality relation
problem is a very special case of the Presburger relation problem. We can use
the decidability of 2-systems to show that the Presburger relation problem for
machines with only 2 monotonic counters is decidable. The idea is as follows. In
[12], it was shown that the values ¢; and ¢ of the two counters at any time can
effectively be represented by equations of the form:

c1=A1+yB1+Chi,co = Ay +yBy + Co,

where y is a nonnegative integer variable, and A, By, C1, As, B2, Cy are non-
negative linear polynomials in some nonnegative integer variables 1, ..., Z.,.
(Even though C; and Cj can be absorbed by A; and A, we use the formu-
lation above to be consistent with the formulation in [12].) Since E (subset of
N?) is Presburger, it is semilinear. First assume that F is a linear set. Then
the two components of E can be represented by nonnegative linear polynomials
p1(z1, ..., zr) and po(z1, ..., 2,) for some nonnegative integer variables z1, ..., 2.
Thus, using the two equations above, we get: A; + yB1 + C1 = p1(z1, ..., 21,
As + yBy + Cy = pa(2a, ..., z-). Rearranging terms, these two equations can be
written as: yB; = p; — A1 — C1 and yBs = py — Ay — (5. By semilinear trans-
formation, we can reduce these equations to yB; = Dy and yBy = Dy, where
By, By, Dy, Do are nonnegative linear polynomials in some nonnegative integer
variables w1, ..., w;. Since the above equations constitute a 2-system, it is solv-
able in y,wy, ..., w;. When F is a semilinear set, we just need to check if at least
one of a finite number of equations of the form above has a solution.

It is open whether the Presburger relation problem is decidable when there
are more than 2 monotonic counters (since the m-equality relation problem,
which is a special case, is open). But suppose the Presburger relation E takes the
following special form: py(ci, ..., cx) ~ diApa(c1y ..oy k) ~ daAc. ADm(C1y ooy Cl) ~
dpm, where dy, ..., d,, are integers (positive, negative, zero) and each p;(cy, ..., cx) is
a linear polynomial (not necessarily nonnegative), and each ~ in {>, <,=,>, <}.
It is easy to see that when m = 2, i.e., there are only two linear polynomials p;
and po involved in the conjunction above, then by adding “slack” variables and
doing semilinear transformation, we can again reduce the problem to solving a
system of the form: yB; = D1, yBs = D5, and, therefore, solvable. However, the
case when m > 2 is open.
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